
Sorting By Exchange 

Bubble sort is a simple sorting algorithm. This sorting algorithm is comparison-based 

algorithm in which each pair of adjacent elements is compared and the elements are swapped if 

they are not in order. This algorithm is not suitable for large data sets as its average and worst 

case complexity are of Ο(n2) where n is the number of items. 

How Bubble Sort Works? 

We take an unsorted array for our example. Bubble sort takes Ο(n2) time so we're keeping it 

short and precise. 

 
Bubble sort starts with very first two elements, comparing them to check which one is greater.  

 
In this case, value 33 is greater than 14, so it is already in sorted locations. Next, we compare 33 

with 27. 

 
We find that 27 is smaller than 33 and these two values must be swapped. 

 
The new array should look like this −  

 
Next we compare 33 and 35. We find that both are in already sorted positions.  

 
Then we move to the next two values, 35 and 10.  

 
We know then that 10 is smaller 35. Hence they are not sorted.  

 



We swap these values. We find that we have reached the end of the array. After one iteration, 

the array should look like this −  

 
To be precise, we are now showing how an array should look like after each iteration. After the 

second iteration, it should look like this −  

 
Notice that after each iteration, at least one value moves at the end.  

 
And when there's no swap required, bubble sorts learns that an array is completely sorted.  

 
Now we should look into some practical aspects of bubble sort.  

 

Shell Sort 

Shell sort is a highly efficient sorting algorithm and is based on insertion sort algorithm. This 

algorithm avoids large shifts as in case of insertion sort, if the smaller value is to the far right 

and has to be moved to the far left.  

This algorithm uses insertion sort on a widely spread elements, first to sort them and then sorts 

the less widely spaced elements. This spacing is termed as interval. This interval is calculated 

based on Knuth's formula as −  

Knuth's Formula 

h = h * 3 + 1 
 
where − 

   h is interval with initial value 1 

This algorithm is quite efficient for medium-sized data sets as its average and worst case 

complexity are of Ο(n), where n is the number of items. 

How Shell Sort Works? 

Let us consider the following example to have an idea of how shell sort works.  



For our example and ease of understanding, we take the interval of 4. Make a virtual sub- list of 

all values located at the interval of 4 positions. Here these values are {35, 14}, {33, 19}, {42, 

27} and {10, 14} 

 
We compare values in each sub- list and swap them (if necessary) in the original array. After this 

step, the new array should look like this −  

 
Then, we take interval of 2 and this gap generates two sub- lists - {14, 27, 35, 42}, {19, 10, 33, 

44} 

 
We compare and swap the values, if required, in the original array. After this step, the array 

should look like this − 

 
Finally, we sort the rest of the array using interval of value 1. Shell sort uses insertion sort to 

sort the array. 

Following is the step-by-step depiction − 



 
Quick Sort 

The quick sort uses divide and conquer to gain the same advantages as the merge sort, while not 

using additional storage. As a trade-off, however, it is possible that the list may not be divided 

in half. When this happens, we will see that performance is diminished.  

A quick sort first selects a value, which is called the pivot value. Although there are many 

different ways to choose the pivot value, we will simply use the first item in the list. The role of 

the pivot value is to assist with splitting the list. The actual position where the pivot value 

belongs in the final sorted list, commonly called the split point, will be used to divide the list for 

subsequent calls to the quick sort.  

Figure 12 shows that 54 will serve as our first pivot value. Since we have looked at this example 

a few times already, we know that 54 will eventually end up in the position currently holding 

31. The partitionprocess will happen next. It will find the split point and  at the same time move 

other items to the appropriate side of the list, either less than or greater than the pivot value.  

 

Partitioning begins by locating two position markers—let’s call them leftmark and rightmark—

at the beginning and end of the remaining items in the list (positions 1 and 8 in Figure 13). The 

http://interactivepython.org/courselib/static/pythonds/SortSearch/TheQuickSort.html#fig-splitvalue
http://interactivepython.org/courselib/static/pythonds/SortSearch/TheQuickSort.html#fig-partitiona


goal of the partition process is to move items that are on the wrong side with respect to the pivot 

value while also converging on the split point. Figure 13 shows this process as we locate the 

position of 54. 

 

We begin by incrementing leftmark until we locate a value that is greater than the pivot value. 

We then decrement rightmark until we find a value that is less than the pivot value. At this point 

we have discovered two items that are out of place with respect to the eventual split point. For 

our example, this occurs at 93 and 20. Now we can exchange these two items and then repeat 

the process again. 

At the point where rightmark becomes less than leftmark, we stop. The position of rightmark is 

now the split point. The pivot value can be exchanged with the contents of the split point and 

the pivot value is now in place (Figure 14). In addition, all the items to the left of the split point 

are less than the pivot value, and all the items to the right of the split point are greater than the 

pivot value. The list can now be divided at the split point and the quick sort can be invoked 

recursively on the two halves.  

http://interactivepython.org/courselib/static/pythonds/SortSearch/TheQuickSort.html#fig-partitiona
http://interactivepython.org/courselib/static/pythonds/SortSearch/TheQuickSort.html#fig-partitionb


 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Sorting by Selection  

Selection sort is a simple sorting algorithm. This sorting algorithm is an in-place comparison-

based algorithm in which the list is divided into two parts, the sorted part at the left end and the 

unsorted part at the right end. Initially, the sorted part is empty and the unsorted part is the 

entire list. 

The smallest element is selected from the unsorted array and swapped with the leftmost 

element, and that element becomes a part of the sorted array. This process continues moving 

unsorted array boundary by one element to the right.  

This algorithm is not suitable for large data sets as its average and worst case complexities are 

of Ο(n2), where n is the number of items. 

How Selection Sort Works? 

Consider the following depicted array as an example.  

 
For the first position in the sorted list, the whole list is scanned sequentially. The first position 

where 14 is stored presently, we search the whole list and find that 10 is the lowest value.  

 
So we replace 14 with 10. After one iteration 10, which happens to be the minimum value in the 

list, appears in the first position of the sorted list.  

 
For the second position, where 33 is residing, we start scanning the rest of the list in a linear 

manner. 

 
We find that 14 is the second lowest value in the list and it should appear at the second place. 

We swap these values. 

 
After two iterations, two least values are positioned at the beginning in a sorted manner.  

 



The same process is applied to the rest of the items in the array.  

 

 

 

 

 

 

 

 

 

 

 



Sorting By Insertion 

This is an in-place comparison-based sorting algorithm. Here, a sub-list is maintained which is 

always sorted. For example, the lower part of an array is maintained to be sorted. An element 

which is to be 'insert'ed in this sorted sub- list, has to find its appropriate place and then it has to 

be inserted there. Hence the name, insertion sort. 

The array is searched sequentially and unsorted items are moved and inserted into the sorted 

sub- list (in the same array). This algorithm is not suitable for large data sets as its average and 

worst case complexity are of Ο(n2), where n is the number of items. 

How Insertion Sort Works? 

We take an unsorted array for our example.  

 
Insertion sort compares the first two elements.  

 
It finds that both 14 and 33 are already in ascending order. For now, 14 is in sorted sub-list. 

 
Insertion sort moves ahead and compares 33 with 27.  

 
And finds that 33 is not in the correct position.  

 
It swaps 33 with 27. It also checks with all the elements of sorted sub- list. Here we see that the 

sorted sub- list has only one element 14, and 27 is greater than 14. Hence, the sorted sub- list 

remains sorted after swapping. 

 
By now we have 14 and 27 in the sorted sub-list. Next, it compares 33 with 10. 

 



These values are not in a sorted order.  

 
So we swap them. 

 
However, swapping makes 27 and 10 unsorted.  

 
Hence, we swap them too. 

 
Again we find 14 and 10 in an unsorted order.  

 
We swap them again. By the end of third iteration, we have a sorted sub- list of 4 items. 

 
This process goes on until all the unsorted values are covered in a sorted sub-list. Now we shall 

see some programming aspects of insertion sort.  

 


