1. To Create Data in .arff format

Input File: bank_data.csv

Procedure:

Open MS Excel. Create a new worksheet with respective headings and data.
Save the file with .csv extension

Open Preprocessor tab in explorer

Click open the file button and browse the file to open.

Load the desired .csv file using open File tab.

T
Classify | Cluster | Associste | Select attributes | visusiz=s|
| Open fie... Cpen URL. .. OFen OB, .. Generate... Edit... Save.., |
Filter
Choose  Mone Apphy |
Current relation - n
x|
Relation: 1 i Opec Vo Type: Wamina
Instances: 11 — Unique: 11 [100%)
Laokins [ budata = A= |
astrbutes Wieight
. € cortact-lenses &3 ucte 7] Irvoke options dalog 10
Al [ Hone ] Pt G cpu G weeather I Lo
I Recentlems @ cpuwithwendor & weathennominal Nete: 1o
ha. & disbetes Lo
m—— O glass Same fie formats offe addtionsl Lo
2 3E ! L optiona which can be cuatomized Lo
- & i=nosphers athen nvokng the ootons disiog. | [ o
Deskiop aic i 10
€ lsbor 3 5
€ RectersCom-test 1 1o
. &J RetersCom-train 1 Lo
Doaments & ReutersGrain-test ——
€ RedtersGrain-trzin - | Visalze Al
A € zegrment-chellenge
e & segment-test
Compuber & soybean
€ supermarket
e 3
“_-_ File neme: Ct¥Program FiesWeka-3-7\data
Network Fles of type: [ Al Fkea
L%

Status
(=13

BR: @ o € oimiolOl=] =M ]

Click SAVE shown... dialog box opens save with extension as .arff
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&3 Weka Explorer

[=l@] = |
Preprocess | Classify E Cluster | Associate ; Select attributes i Visualize |
‘ Open file... ‘ | Open URL... ] ‘ Open DB... ‘ I Generate... ] I Undo I { Edit... J | Save... |
Filter
Choose  |None Apply
Current relation
Relation: 1 o Save @ Type: Mominal
Instances; 11 Unique: 11 (100%)
Save in: data - & E] 5
Attributes 2 Weight
0 contact-lenses o vote [ Invoke options dizlog
] [ 10
& ‘ I ficoe ';_“? & cpu ) weather 10
Recent Items 0 cpuwith.vendor o weather.nominal Note: 1.0
No. Name O diabetes L0
0 glass Some file formats offer additional 1.0
options which can be customized
2IEIAGE ! O ionosphere wphen invoking the options dislog. L0
3[JconTacT & : L0
Desktop s 10
G labor 10
o ReutersCorn-test 10
[ 3 0 ReutersCorn-train 1.0
Documents 0 ReutersGrain-test F :
O ReutersGrain-train - ‘ Visualize Al
.‘L te] segment-challenge )
it o segment-test i i i i
Computer to] soybean
a supermarket
File name: pew.arff]
Network -
i Files of type: | arff data files (*.arff)
\
Re
Status
oK

O - e
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2. Create data in .csv format and store it in .arff format
Input: bank_data

Procedure:

Open notepad and type the arff header information.

Add data with respect to the given field separated by commas
Save file as bank_data with .arff extension

Open preprocessor tab of weka in the explorer

Click open the button and browse the file bank_data.arff

If the data has been entered without any errors then the file details will be available on the
preprocessor screen.

Insert data fields in note pad like shown and save with extension .csv choosing all files of

type:

| cank - Notepad | ]
File Edit Format View Help

kid, age, income, student ,credit rating,class by computer
1,youth,high,no,Fair,no
2,youth,high.no,excellent ,no
3,middle,h ah.no,fajr',yes
4,senior ,medium,no,fair,.yes
5,3enior, low,yes , fair,yes
&,senior, Tow, yes excellert no

7 middle, Tow, yes excellent, yes
8,youth, medium,no,fair ,no
a,youth, Tow,yes ,fair, yes
id,senfor , medium,yes, Tair,yes
11,youth,medium,yes , excel lent, yes
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An csv file looks like

et Pagelapaut  Formulr Dt View

& Callbri L R W B HiwepTet General - '{:!;'1' _T"g _2:':'5’”'" 5 %( D‘}
Fromatpainter (8 £ U |- B-A- | E=S £ Mg A Gt | 185 i e e T e e
Clipboard o Fert | Alignmert | Humbse: - Styies | Celty Edriing
| AL - £ cia g
A B c D £ F [ H ] 1 [ L W H o P a R 5 T s
1 |cid age income  student creditrati class by computer
2 1 youth high no fair no
3 2 youth high no excellent no
4 3 middle  high no fair Wes
=) 4 senlor  medium no fair WEes
& 5senlor low yes fair ye:
7 6 senior lowe ¥es excellent no
8 7 middle  low ves excellent yes
9 8 youth medium  na fair no
10 9 youth lowe yes fair YES
11 10 senior medium  yes fair WEE
12 11 youth medium  yes excellent yes =
13 12 middle  medium no excellent yes
14 13 middle  high yes fair ye:
15 14 senior  medivm o excellent no
16
17
18
19
20
21
22
23
24 E
£ -
WA N 2.t [« I &l
Ready Ty

Output: Data are successfully uploaded.
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3. Dimensionality Reduction or Attribute Removal

Input: weather.arff
Procedure:

We can directly remove the attribute by selecting the attribute and click REMOVE button as shown
below.

=
&) Weka Exploves = || || 23

Praprecass | ClassFy | Cumtnr | Associats | Selack abiriutes | Visaskos |

Gpen fle... | Open URL.... [ CpenCe... ] Generate... Linda | Edit.. Saue... |
Fiter
Chogse Mo Aoply
Current relstion Sedected atirbube
Relation: weather Attributes: = Hame | ctiook Tiper Normina
Inatancas: 14 Sumof weighta: 14 Masing: 0 (05%) Distret: 3 Lrigue: 0 (0%
Atfriuten tas, Label Count Weight
: 1| sunny s 53
u ) e = — —— fom : 2

3[rany I5 50

| less: play {riom) w [ visucdee Al

Shabus

(Or)

We can choose REMOVE from FILTER tab as shown below.

& Wekn Explorer L |

Fresrocess | sy | Chister | Aszaniate | Seect strbutes | waustas|

| Qpen fie.., | Open URL... | Qpen D8... ] Generate... | unce Edit, . Eave..
Filter

® rarmaiae = lioece
® MumercCieaner Selected atirbute

il Atbutes: & tamer cutiock Typer Homnal
AR Sum af weghts: 14 Megng: 0 (0%) Cethct: 3 Unigue: D (0%)
# MumereTrensform

- Chfusete | P, Labed Caunit Weight
& PorttionedMitFiber =, 1 sy 5 50
® FrDiscetize [ It J Betirm | 3 overcaat ] [EX]

- % PrcpalComporents I 3[rany 5 5.0
# AardamPrajecton |
# RardomSubset
» TS |
# AemoveByNeme [
» AamaeType I
® Azmavelseless [

- Rmramedbriute | |

[
Class: play (Ham) - | visualize 4l

& TmeSeresDelts il

Fiter... | | Remaue fiter Clase

Log < 0

@ o e Zmlo™ el - B
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as:

€3 Weka Explorer

Freomoess | Casafy | Custer | Associate | Selact attmbutes | vssize

Open D,

Generate
Fiter
Choese  |Remove R 2
Current relabon Selected attribute
Ralaton: waatha Atkrbubes: § Hama: ou
Iratarces: 14 Sum of waghts: 14 Masing: 0 {08]
Arrbutes vy Labui
1 jsunny
[ A ][ Hare | Invert [ Pattern | ] [——
3 ramy
|rzu Hame
2 |temperahre
3 [rurmidy
Al |windy
ST ezr
€2 wekaquiGenencObjectEditor ]
e o atirfbute. R |
Clans: play (o
shout ey o)
AMMErThEt removes 3 range of siules fom e 0a1eset [ mo=e |
| copabities
swbutsTnges |2
invortsaioction |Faisa o
Spen, ave oK Cancel
Aemaue
Sus
or

€laimolw]e@]O]

Finally the attribute list after mining with remove filter.

£ Weka Explorer

=] 2
., Saue.
[ apaly
al
Damtirct: 3 Uracua: 0 (39}
Ceunt [
= EX}
I+ Ex)
3 5.0
| Vimamion A1

e=fall x|
Preprocess | Classify | Cluster | Assodiate | Select atiributes | Visualize |
[ Open fie... ] { Open URL. .. ] { Open DB.... ] [ Generate... } [ Undo ] [ Edit.... ] [ Save.. ]
Filter
Current relation Selectad attribute
Relation: weather-weka,fiters.unsuper tiribute. Remove-R2-3 Attributes: 3 Name: outlook Type: Nominal
Instances: 14 Sumofweichts: 14 Missing: 0 (0%) Distinct: 3 Unique: 0 (0%)
Attributes MNo. Label Count Weight
1|sunny |5 |50
[ gl ] [ jope ] [ ioyect ] Battem 2|overcast B [EX
3|rainy |s |50
Mo. Name
2["Jwindy
3[Ciplay
R =
8
Status
oK

Lo ] g

Click on the save button and store the modified dataset with a new name as weather.arff

Output: weatherl.arff has a new list of attribute after removal of an attribute

Even we can specify the attribute indices by right clicking over the filter box, this opens dialog box
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4. Data Normalization

Components Used:

S.No. | Name of the Icon Tab Purpose

1 ArffLoader Datasources To choose a dataset of arff

2 AttributeSelection Filters To select attributes using EvaluatorSearch
Method

3 Normalization Filters To make the numerical dataset values exist
between boundaries of 0 and 1

4 CSVsaver DataSinks DTo make output appear in a separate .csv
file format

Procedure: Arranging the icons according to above give components

2 Weka KnowledgeFiow Environment =ar

[ (@b ming povesee

Bk HE MiBOoRPHEIREHE RS @R
Dt 1 urmtedr » |

i ArffLoader .
L £45 caer
i €% Covcader 4
+-4M Detabazeloader Campr
€% SO cader -
b LibSMLoader ot Loadar ? ! ‘
L8 Matohloader | .J"
i % cerialzedinatan 1 E
€% SVMLght nader
i €8 Texmirectorylo
B RFFLosder
|t Datasrks
Lo Arffsaver
ioihy CaSSaver
o covsaver
L #F DetabaseSaver
i Eonsaver
e
i Matisbsaver
L serialzadinstan

g E\-?

i ]

Status | Lag

Companent Paramaters Time Stats
o o 2 Vidlmams to the Weks Knowiedge Fiow
edoeFiow] 0237 il the Weke Knovisdge F

Link the icons using dataset
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& Weka KnowledgeFlow Environment

[ [GiDstaminng procesees

Aerdm

EdHORD AN RBHELE S8

Design

b

Urfitledt =

g% Affloader

i €% Casoader

- CEVLcader

i €% Dotobasel oader] ¥ A
- €% J50NLcader - ot

€ SN carder ailad  Copy
i €8 Matiabioader Delete

h F Set nama

i €8 st oader Configure. .,

€% TexiDirectorilo e

L €8 \RFFloader i ? )

Bl Datasirks nstance _:.ﬂ

S Y- =

i 4% Cassaver

Lo CVSaver

{ - ¥ DotobaseSaver

L BONSaver

Lo LibSYMS e

i % Mathbsaver

~ % Seishzdlrstar

i swaughisaver

L wprFsaver

| Fiters

% Al

L Mt

=1 s suparvised

i B tirbute

i &) adddes:
- £ Attribute
-8 ClassOre o i |

CEUSanar

- §ii Dienz E=

- 8} Neminell Stabus | Log

I Bl | |
H ol ;:'-;‘T:m 2 Companent Faramet=rs Tame

£ tprencs | |[[DnowledueRion] | |piziz2
[ 5y statifies
B unsupervissd

Status
[Welcame to the Veka frewlecge Flaw

After linking all the icon the window shows below

7]

[ [GiDstminng processes

¢k A B

E4MORD AN BDHELE S8

untitiedl | ket %

- Detafinks

o Fitera

- | Classifiers
H- | Clsterers oAnrr

-} Aosections ¥ dnasi

-1 Evalation effloadsr ?.
- vieuakzation W

e
CEuSawer

L w T

Status | Log|

| Companent Faramaters Tme Status

 [knaviedgeFiou] 0:1:48 [Flors Inacded.

Bl @ o ¢

S mo[w o]

Ll

TT/AA

Load the file by right click over arffloaderin configure tab.
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Weka KnowledgeFlow Environment = |1
g
& Data mining processes.

Rr M E 4 oRI2IE RHEZE B @
Deo Untitied1 x |
-] Datasour 7
~¢% arfiloader [ =
&% casloader

€% CSVLoader
% DatzbaseLoader
€% ISONLoader
% LibsvMLoader
g% MatiabLoader |-
€% SerizlizedInstang
&% syMLightLoader
€% TextDirectoryLo,
% XRFFLoader
) || DataSinks
3 Arffsaver
C455aver P i
g il Hormalize e
4% DatabaseSaver
-4 I50NSaver
@ LibsyMSaver

4% MatiabSaver “-"%

ataset

m

dataser

Selection

dataSet

 SerializedInstanc
@ svMLightSaver
4% XRFFSaver CSWSaver

B Ju Filters

+ AllFilter

+ MultiFilter

supervised

& J '
Status [ Log

Pt Component Parameters Time Status
- i3} Nominafl [KnowledgeFlow] 0:6:31 |Weloama to the Weka Knowledge Flow

instance

-} unsupervised

= QW

After selecting the configure tab a new window is opened in that we have to load aarff file.

€) Weka KnowledgeFlow Environment =2 >

(@ Data mining processes
ErHm HEdDhOoORMOWE BHE 3@ B @

Desicrs Untitedt x |
&)l Data A

&% Arffloader F X
<% Casioader
% CsVLoader

-¢% DatbassLoader N arer

&% JSONLoader 'd dataser

% LibSvMLoader ett Laader Fot_S

&% Matiabloader | (] u
& serializedinstan AP
-&% sVMLightloader
-¢% TextDirectoryLo; Reads a source that is in arff (attribute relation file format) format
<% YRFFLoader
I || DataSinks File
& arffsaver : )
@& cassaver Filenzme | - [ Bronse...
& csvsaver
¥ DatabaseSaver Other options
@ 150MSaver
-@ LibsvMsaver
- MatiabSaver

m

g 5e”3|‘2:d1ﬂ5‘3ﬂ‘ retanStringyalies | False =
% SVMLightSaver — )
@ XRFFSaver useRelativePath

= Filters.
% AlFiter

MultiFilter
= 1. supervised
= ) attribute Z
L% AddCias: il .
L i. attribute | | status | Log]

After browse the arff file from data and click on ok.
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£ Weka KnowledgeFlow Environment t =8| ®5 |

[Q Data mining processes

e W E E4iDhoBMOoWEHIDHEZE @@
Design Unitidt % ‘
[+ 1 DataSources >
QNFﬁ.uader i
Q C45Loader

¢ CS\Loader
Databasel oader

!
- ¢% 150N oader ;

ﬁ LibSVMLoader A—fﬂ.:ader e B
% MatisbLoader <]

% serializedInstand About

ﬁ SVMLightLoader

gl TextDirectoryLo, Reads a source that is in arff (attribute relation file format) format.
% XRFFLoader

datafet

n

[l | DataSinks File
?t Arffaaver : :
@ C4sSaver B Filename |C:\Program Files\Weka-3-7\data\weather.arff * | Browse.. |
é CSVSaver
.. DatabaseSaver Other options

i J50NSaver
ﬁ LibSVMSaver

... MatizbSaver
» Serializedinstan retainStringValues | False i\
ﬁ SVMLightSaver -
- XRFFSaver useRelativePath |False - |
By Filters

ClassOre

Load the file by right click over csvsaver in configure tab.

€4 Weka KnowledgeFlow Environment = {5
EHE
Erdm HFdbeoRo N SHE - & a

i Unfitiedt =

K
L% Arffioader [T o
i €% Casoader
- CEVLcader

i €% Dotobasel oader]
- €% J50NLcader
+-€M LESYMLoader

i €8 mariahlosder
o SeiefasdIrstan
i+ €% 5Ughi oader

€% TexiDirectorilo
-8 KRFFLoacer ?‘ A
& | Datasinka .,:ﬂ
Lo ArfEaver =
; & Cassaver = Nomaice

Co¥Saver ater
¥ DombaseSover
@ Borsaver

i by MSmer
& watisbsaver

~ % Seishzdlrstar
i smughisover
Lo amFEsaver cet
| Fiters

% ARt
MultFit=r

= J supervised

| Bl sttt

i &) adddes:
7y atibute Status [Log|

i

4 L] +

- §ii Dienz Companent Faramaters Tme status
- £} Homineh  [knaviedgeFiou] 0:13:53 [Wekome to the Viska Krowlecge Flow
1 nstance
- T4 Resampl
23 Spreacs
[ 5y statifies
B unsupervissd

. n .

Bl @ 5 €= /mlow]

Give the file name as .csv and select the directory.
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[lr A &

HoR Unttadl %

e
H Arffloade
- Casloader

% Matablnadsr
5 sariizedinstan:
- SubLightloscer
% TetDbectoro,

B MLigh s
i a mEFFsaver
[FHZ3 Fikers
& ARk
A mudsRiker
= maperned
53 atmibie
} - AddClas &)
‘P\.\’ attrtote e

Wiites o a
farmat.

thatis in &5

Prafec far Ak rame rew.cov
Feedation nerme For Flenare [2]
Directory
Use relatres e paths [
Qtfier opions

Fedseparatar |,
rsshoale 7

iseRelstveRah Pl

Capabibes

W= Classare
Discrete
S Morinall

=

g

Eroedacgs Flow

* Pezarpl
£ Spraads
B sranfe
=3 unsupsrised
S atribute

Run the file.

& Weka KnowledgeFlow Environment

e - il

BN

D ki m HEdLheoRS wl THE H &9
o, Urfitedt %
dnaze
i €% st onder | dota et
€% TexiDirectorilo L4
-8 KRFFLoacer
\i‘
H é‘—fd
i smughisover :
Lo amFEsaver £ ELSavar
- Rizrs
L AlFiter
e Mt
= J supervised
£ b etirbute
B acddes:
- £ Attribute Al
-~ #55) ClassOre O i ] i
- §ii Dienz E=
" Nominah Status | Log|
Farameters Status
ok
i 54 stiatfec | Frished.
& ) unsupervis=d [ £ "weka. attrbuteselection. Clesubsateual ° -5 “wela... |- Friched,
[EL e e prished.
F , M 7 4 "weatherwekn, fiters, supervsed attrbute. . |- Frished,
<

Outpu

So result can viewed as double over the resultant csv file that opens in MS-EXCEL WORK

SHEET.
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_‘na 9y newcsy_weather-AttnibuteSelecion-ECfsSubsetEval-SBestFirst -0 1 -M 5-Mormalize-51.0-T0.0 - Microsoft Excel =
o~ Home | Insert Page Layout Formuias Data Review Wiew o -
3 f "= mmmn | — - Auta! -
By & fut | Calibsi | ShiWrep Teet General -l L—_ﬁ :# % ih j‘ L ; Gl %’ .ﬁ
= Ly Capy e | e =l | | @ R~
Faste B I Metge & Center ~ || Conians) Format  Cell || Incert Delete Foemat || Sort & Find &
F Foimat Painter | I =l b e 'E|| Formatting = as Table v Stylesw ||+ - v || daears Fuers selagr
J Gipbusrd i Fant & Alignment (0 Humber 0| Styles Cells | Ediling

a1 -

Rieuas. e | c | v | E | F | @ T S O Y-S 0 Y Y -7
[outinak,vlindy,play

_2 |sunny,FALSE,no
3 |sunny, TRUE,nG

4 |overcast,FALSE yes
5 |rainy, FALSE yes

& [rainy,FALSE,yes
T
g8
=

| =<

rainy, TRUEnD
overcast, TRUE yes
sunny,FALSE,no
10 |sunny,FALSE yes
11 |rainy, FALSE yes
12 |sunny, TRUE.yes
overcast, TRUE, yes
14 |overcast,FALSE.yes
rainy, TRUE,no
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5. Decision Tree Induction using J48 Classifier

Input file (CLASSIFY.CSV)

Procedure:

In preprocessor tab, choose the input file

£ Weks Explorer [E=NE=S <]
Freoracese | Chmsfy | Chister | Assocsts | Seect atnbutes | Yisusiee |
Open URL... 0pen DB [ Gererate,.. o Edt., save.
Fiter
: Choose |None Apoly
Current relation Selected atirbute
Relaton: contact-enses Attrbutes: 5 Mame: age Type: Heminal
Instances: 24 5um of weights: 24 Mzsng: 0 [0%) Dishnet: 3 Urique; 0 (8%}
Atirbat=s No. Label Count Weight
) } : : : : . 1|yourg 8 a0 |
[ A i fioe | dnverh ] PREER Z|reovsiopic s EE
| |E] |ag

o, Hame: |

2| |spectade-presaip

3| |estigmatiam

4[| tearrod-rate

5| |contactdenses

Class: contectderses {Hom) L rpr—r
[ 8 E]
e

oK

:Lm:#xo

LOAD the file classify.csv

Choose the classify tab in the weka explorer window. Under the classify tab click on the choose

button and select the j48 under tree as shown in the following.

€3 Weka Explorer

Frepmcess | £y Cluster | Assoasts | Seect atenbutes | Yisusiee |

Classifier

Test ontions Classifier output
| Lise brairing set

1) Supphed test s=t Set,

@ Crogs-vadation  Folde 10

| Percentage spit Y (66

[ More oplions.., |
[ {Niorn) contact-senses =
| st stp

Result kst frght-chek for aptions)

Stmtm

oK
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Select j48 algorithm (decision tree algorithm)

€3 Weka Explorer

T

Frepmcess | £y Cluster | Assoasts | Seect atenbutes | Yisusiee |

Classifier

L weka
- classifiers
i ). bayes
). furctiong
Ly
L meta
| miss
K rukes
| e
i+ # DedsionStump
'
| i LMT
{ .
: i--# RancorForest
[l i % RandomiTrer
% REPTre=

VBl R

T outpt

Stmtm
oK

:_Loq ‘xo

Now select the “use training set “ under the test option located at the left of the weka explorer
window and click on the on start button.

The output is presented in the classifier output window in weka explorer window.

€3 Weka Explorer

T

Frepmcess | £y Cluster | Assoasts | Seect atenbutes | Yisusiee |

Classifier

[ croase |maecozsz

‘Test options
8 s trairing set
1) Suppiie best et L
i Cross-validation  Folds A
| Percentage spit % (B6

PMore opliong. .,

{Mors) contsct-mses -

[ sw | ston

Result kst frght-chek for aptions)

06:22: 45 - Trees. 198

Clazaifier output

Time taken to build model: 0.03 seconds

=—— Evaluation on $Taining 3e% —

— Summary ——

1| Correctly Classified Instancesa

1y Classified Iast

! | Happe statistic

M=an abaolute srror

Boot mean Jquared eTTOT

Relative abdolute error

Agot relative sguared error
Coverage of cased [0.95 lawelj
Mean rel. region size [0.95 lewvel)
Total Humber of Iastances

—— Detailed hocuracy By Class ——

TP Rate FP Rate

1 7.053
2.75 ]
9.833 0.111

Weighted Avg.  8.917 0.08

= Confusion Matrix ee=

a

<-- cladaified ag
= aoft
= hard
aoas

mom
oo
[T

| a
a 1l b
1 U e

22 91.6667 3
2 8.3333 %
0.8447
0.0833
0.2041

22.625T7 %

45.1223 %

100 3

45.8333 %

24

Precialon Recall F-Measure ROC Area
0.833 1 0.909 0.974
1 0.75 0.857 0.988
0.933 0.933 0.933 0.967
0.924 0.917 0.916 0.972

Claaa
aoft
hard
none

Stmtm
oK

| -
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Shows output in classifier output window in weka explorer window.

We can also view the output in a separate window by right clicking on the option in result list
clicking on “view in separate window”

| £ 06:22:48 - trees. )48 EI@
-~
=== Detaliled Accuracy By Claas ===
TF Rate FF Rate Precision Eecall F-Me
1 0.053 0.833 1 [
0.75 ] 1 0.75 [
0.933 0.111 0.933 0.933 {
Weighted Zwg. 0.917 0.08 0.924 0.917 [
=== Confusion Matrix ===
a b c <—-— classified as i
5 0 0] &a=scft
0 3 1| b =hard =
1 014 | o = none
4 1} 3

Under the result list right click on the item to get the options as shown and select the option
“visualilize tree” option.

€3 Weka Explarer o
Frepmcess | £y Cluster | Assoasts | Seect atenbutes | Yisusiee |
Classifier
Chosse (3B <0252
Test entions Clazaifier output
@ Lbse trairing set == Hua information == =
) Suppied best et
Scname: weka_clansifiers trees Jdd -C 026 -M 2
_ Cross-validation Folde .J'O H=lation: contact-lenass
| Percentage spit Y (66 Inatancea: %

5 EEtributea: 5
PMore opliong. ., e

. apectacla-preacrip
[Porm) contactnses - astigmstism
1 tear-prod-rats
| st stop
Result b5t frght-chk for aptans)
062245 - rees. M8
View in main window
View in separate window
Save result buffer
De=lete result buffes

contact-lsnass

Teat mode: evaluate on training data

1 (full training set) =—

duzed: mons [12.0) B

Load miadel e
Save model 0: aoft [6.071.0}
Re-valunte mode on current test see [

Visualize classifier emors
Visualize tree

Visualize margin cune
Visualize threshold curve
Cost/Beneit analysis
Visualize cost curve

regcrlp = myaped haed [3.0)
lrescrip = hypermetrope: none [3.0/1.0)

4

3

| model: 0.03 seconds

== Evalustion on training set ==

—— Summary ——

Stmtm
oK

:Lm:#xo
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Output screen shows how to select visualize as tree option

<

After selecting the “visualize tree
shown

|é€’| Weka Classifier Tree Visualizer: 00:22:48 - trees. 8 (contact-lenses) EI@

Tree View

o

=reduced = narmal
=no =yas
OO s
= myope = hypermetrope

" -

option the output is represented as tree in a separate window

Data Mining Lab
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6. Classification Using Naive Bayes Classifier

Input file (CANB.CSV)

Loading the input file into the explorer to perform the classification as

shown in the below figure

€2 Weka Luplorar i b
Frenracecs | Clasaity | Cuuster | Assecate | Solect athibutes | visusize |
 Presteresrt sy e Span AL g 08, e s T e
Fifter
ahocse  (Mome Apply
Current r=labion Sedected atiribute
Palaris i n R 1y it
Iretorces: 14 Bum of weights: 14 Missing: 0 {0%:] Distirct: 14 nigue: 14 {100%)
Atrbutes Stabstic valie
S . !
a1 Il Hore Arvvert Eatien | ey 14
Hicon »5
[Etdbev 4185

Cinmx: cleven by comguber fam)

Siane
oK

w | e

After loading the input file named canb.csv as shown in fig, choose the classify tab in the WEKA

explorer window. Under the classify tab click on choose
Bayes as shown ,

button and select the NaiveBayes under

& Weka Explorer =
Prearocess | Cessi®y | Chister | Associate | Select attibutes | limmize
Clagsifier
weka
[ | dassifiers
B4 bayes
-4 Bayeshet I "
7 imration ==
* - i
+*
[ weka.classifiers.trees. J48 -C 0.25 M 2
f..‘ ManeSEyes pdzteate contact-lenses
%} functons e
-l by 3
B4 mata age
—| By misc spectacle-presccip
{| i rukes
| Bl bress =
| contact-lenses
{ evaluate on training date
i
r ler rodel {full training ser] ===
|ree
|te = reduced: naone {12.0]
lte = norral
r— no: soft (6.0/1.0]
|ism = yes
- | spectacle-preacrip = ryope: hard {3.0)
SpecTacLe-[Ie3cIip = hypermetrope: none (3.0/1.0)
Mmker of Leaves : 4
Size of the tree : 7
Tipe teken to build podel: 0.03 zeconds
=== Evaluaticn on training set ===
=== Summary === =
SELs —
0.4

Data Mining Lab
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Select the “use training set “ under the test option located at the left of the weka explorer and click

on start button.

The output is represented in the classifier output window in weka explorer window,

o Explorer o
{ cess | Jassify | Cluster | Asscciate | Select attributes | visuslioe
Claasifiar

Test opbons

8 Uem traring et
) Suppled testset |
% Cross-usbdation

*i Percentage spit

| = ZurmisTy ==

{réom} ciass by computar
Start Etop.
Result st {right-cick for options]

46 - raes, 393
38 - bayes. Navelayes

Tire taken to build models 0 seconds

[ ioee opfionss., | |=== Evaluation on creining sec ===

ified Tnacences
ified Instances

Mean rel. region size
Total Wumber of Tnsce

=== Detatled Accuracy By Class mm=

TP Rate FP Rate Preciai
0.111
0.EE0 0.4
Weighted Awg. 0. 786 0.297

= CORFUILOR MATILN ==

ab <-- olassified =z
22| a=mo
181 b= yes

T5.5714 %
21.4286 %

Aecall F-Measure

0.8 0.667
a.zE0 a.m42
0.786 9.779

[Ene

Siate
o8

LN ‘\xo

Now we are able to view the output in a separate window by right clicking on the option in result list

and clicking on “view in separate window °

G Weka Explorer

<

s

preprocess | Clssify | Custer | Assooate | selct atmiutes | ususize

Classifier

e

Test ogtions

@ L training set

) Suppled test st el
7 Crossyalidation  Folds |10
Ti Percentage st % |66

Jaesifier output

[totel] 7.0 1.0

Iime taken to bulld model: 0 3econds

l. l'l'fel_»ml's.:. === Evaluation on TTAlning 3eT ===
=== Jumpmary ===
{Pom) clas by computar -
B Correctly Classifled In3tances
Start Step Incorrectly Claasified I
Result kst {rght-dhck for oatons) Eappa 3tatistic

Mean abaclute error

16:22:43 - trees. 4B |

Dot mazn_amiarad srrar
View in main window rror
View in separate window i
0.95 Lewel] oo
S It burffe
i d ce {0.95 lewel] 100
Dielete result buffer Tances 14
Load model oy By Class ===
Save model
Re-evaluste model on curientectzet  ft¢ P Rate  Frecision
& 0.111 0.75
Visuzlizs classifier erars 83 0.4 0.t
e 788 0.297 0.782
Visualize tree
Visualize margin curve % —
Visuzliz= threshold curve
Cost/Benefit analysis £d a3
Visualize cost curve

JE.5714
21,4286 ¥

Recall E-Mesmure

BOC Rrea Claza

0.811 no
0.311 yea
0,011

Siahs
44

Data Mining Lab
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=== Run information ===

Scheme: weka.classifiers.bayes.NaiveBayes
Relation: canb

Instances: 14

Attributes: 6

cid

age

income

student

credit rating

class by computer

Test mode: evaluate on training data

=== Classifier model (full training set) ===

Naive Bayes Classifier

Class
Attribute no yes
(0.38) (0.63)
cid
mean 6.2 8.2222
std. dev. 4.6648 3.4247
weight sum S 9
precision 1 1
age
youth 4.0 3.0
middle 1.0 5.0
senior 3.0 4.0
[total] 8.0 12.0
income
high 3.0 3.0
medium 3.0 5.0
low 2.0 4.0
[total] 8.0 12.0
student
no 5.0 4.0
yes 2.0 7.0
[total] 7.0 11.0
credit rating
fair 3.0 7.0
excellent 4.0 4.0
[total] 7.0 11.0

Time taken to build model: O seconds

=== Evaluation on training set ===
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=== Summary ===

Correctly Classified Instances 11 78.5714 %
Incorrectly Classified Instances 3 21.4286 %
Kappa statistic 0.5116

Mean absolute error 0.2741

Root mean squared error 0.3451

Relative absolute error 59.0363 %

Root relative squared error 71.9774 %

Coverage of cases (0.95 level) 100 %

Mean rel. region size (0.95 level) 100 %

Total Number of Instances 14

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precision Recall F-Measure ROC Area Class
0.6 0.111 0.75 0.6 0.667 0.911 no
0.889 0.4 0.8 0.889 0.842 0.911 yes
Weighted Avg. 0.786  0.297 0.782 0.786 0.779 0.911

=== Confusion Matrix ===
ab <--classified as

32| a=no
18 | b=yes
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7. To Evaluate the Performance of a Classifier

Input: weather.arff
Procedure:

The arrangement and linking of icons for: ” Training set and test set”

o oy e PR W o
E{ & Data mining procese2s|

MedmE HEdLheoR B ESHE E & e
o + Unfitledt |

- Arffloacder -

L2 Bt cate \ By

- LBSYMLoader JcEitaat \{m / i i

i €8 Matiabioader b T oo g xifinr

ﬁ sei.iu:a:—su.-cm % g S e " Partomnia i Testeer
i €% sLght oader N i 2

€% TesiDirectoryLoade k1 —f— ,'f 4

L €8 \RFFloader u gTEh, S e

i g Casoader 6 .
£ CSWLoader A, A B 13‘_ s 4 -
i ™ patchaseloader 2 \\\ d -ik = _iminingte ——p __f]h =— iy ‘"g‘:.i — batchOlze w —_— e ﬁ’r

Caszfdme o o

g Teakaia starE Texideuerl
assiaidetionFod - ? —_—
- — T
& TrainTestspittaker - SRl 4= A — a1 Sathianert
stanceSireanTol, I:E' @

Feiflomiet Class desioner]

LA seiaizdMoceSave
=) Visusization O] i |
i % Datsvauslzar £ —
+-4g) ScatterPlatMatrix Status |Log
- Atmbutesumma s
{ Immc:ff:;":r_ecl Companent Faramst=rs Tme Stabus
4% MoceiFerform, = 3
% Costensftirayss || KnowedgeRion] o:E:52 [wekcome to the Weka Erowledgs Flow
b Tentviewer
4 Graphemae

=== FEvaluation result ===
Scheme: IBk

Options: -K 1 -W 0 -A "weka.core.neighboursearch.LinearNNSearch -A
\"weka.core.EuclideanDistance -R first-last\""

Relation: weather-weka.filters.supervised.attribute.AttributeSelection-
Eweka.attributeSelection.CfsSubsetEval-Sweka.attributeSelection.BestFirst -D 1 -N 5

Correctly Classified Instances 12 85.7143 %
Incorrectly Classified Instances 2 14.2857 %
Kappa statistic 0.6889

Mean absolute error 0.1864

Root mean squared error 0.2897

Coverage of cases (0.95 level) 100 %

Total Number of Instances 14
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=== Detailed Accuracy By Class ===

TP Rate FP Rate Precision Recall F-Measure ROC Area Class

0.889 0.2

0.889

0.8 0.111 0.8 0.8

Weighted Avg.

0.857

0.168 0.857

=== Confusion Matrix ===

ab <--classified as

0o

—

o)
Il

yes

—
N
o

]

no

0.889

0.889

0.944 yes

0.8 0.944 no

0.857

|| Tt Vimweer

=S

0.857

0.944

Resdtist Text

== Evaluation result ===

Schepe: 1Bk

Optiona: -K 1 -W 0 -A "weks.core.nes

Ls -2 4™ e . Ex

Correctly
Incorrect.

asgified Instances
lageified Instances
Happa statistic

Mean absolute error

oot mean aquared erzar
Coverage of casea (0.35 lewel]
Total Hurber of Inatancea

TP Rate FP Rate
1 o
0.98 o

=== Detailed Rccuracy By Claga ===

Eelation: iria-weka.filters,aupervised.attribuse,AstribuseSelection-Eveks.atiriby

143 99,3333 t
i 0.6667 ¥
0.99
0.0118
0.0549

100 %

150

Precision Recall F-Measure ROC Area Clax

1

L Iri
0.98 0.93 Iri
'

2 TramTestpime|

g _'E“==+ ‘% e

T e
-

EsMOBD MEHEL0 9

it
U

V.

it

2 _._.?Aj,____um”“ﬂ

- /

-~
btahi; i
A

Glazsier }
FertomantaEvabizor par i

L [mageSaver - ||ClassifierPerformanceSsaluator
1t ’

Aot Flomde]
sz derxignar]
¥ CusterePerforr
i T2 Fredchonappen -
L4 serialzedMocels ) T ] i
= T — —
i3 Datawauatazr Stabs | Log
I3 ScatterPotMatri
atthitsinl Companent Ferameters Time Status
MaceFerforman IknovwiedgeFon] 0:0:35 fok.
Lo rffloacer - Frished.
i Textviewer (ArffLoader | - Frioed,
L) Gropiewer AtirbteSelecton 1 "weke etirbuteSelecton. ChiSubsetEre © 5 weke. . |- Frrized,
i L smpchart B [ K 1-W 0 -A "weka.core reighbaursearnd, 0:0:29 Frised,
| - Frighed,
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=== Classifier model ===
Scheme: IBk

Relation:

IB1 instance-based classifier

iris-weka.filters.supervised.attribute.AttributeSelection-
Eweka.attributeSelection.CfsSubsetEval-Sweka.attributeSelection.BestFirst -D 1 -N 5

using 1 nearest neighbour(s) for classification

| ) Tentt Viewer

[

o

=lE| =

Razitist Text
[T 3 - Maaer:
06:59:38 - Medzl:
16:53:38 - Modsl:
06:59:38 - Medal:

== Clasgifier model ==

Schepe: IBk

ELMORD A EHELO %9

Relation: iria-weka.filtera.mperviaed attribute. AstribuzeSelect:

06: 53:38 - Mode!:
06:59:38 - Modeal:
06:53:38 - Medst: IE1 inatance-baded clasailier

06:53:38 - Model: uaing 1 neareat nelghbour{a) for clasalflcatlon
06:59:38 - Medal:

06:53:38 - Model:

6:53: 38 - Modzl:

06:59: 38 - Medek:

16:53:32 - Modzl:

06:59:35 - Medat:

06:53:35 - Medsl:

06:59:35 - Medal:

06:53:38 - Modet:

625335 - Modzl:

06:59:30 - Medek:

16:53:32 - Modzl:

06:59:30 - Medsl: —

1l ]

Eweka.attribe [ =

/

=i

G TramTestpi |
+-cly InstanceStreany

M _'E"——-.; ‘% =

Arfflomle]

Clasz fexigner]

T

L98 CusterePerfarn
i T2 Fredchonappen
L seialzadMocels) i i

.—b?‘ﬂj“—-—-—".’li‘:ﬁ’(j‘h-——y"‘fg 'r:. ot ,{‘“ﬁr

e

Toam
e b
ction Abk

Clazsitir Tantdear
/ PerformenteCuahsor

7
e
&

2 teet
Testueuer

R T Stabus | Log|

L ScatterPlotMatri
L b Companent
L5 Madkperforman IknovwiedgeFon]
+- g O rffloscer?

Paramsters

Tane
0:1:54

Status

Frished.

© S Testviewer rfioader
) Graphvmae AtirbteSelecton

LE "weka, atirbuteSelection, CliSuboetEval * 5 “weka. ., |-

Frisned,
Frished,
Frished,

- L srochart I 115

LW 0 -A “weks.care reiphboursearch

L [mageSaver - ||ClassifierPerformanceSsaluator
1t ’

Firighed.
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8. Clustering with k-means algorithm

Input: weather.arff
Procedure:

Go to weka explorer environment.

& Weka Explarer o A
E lptiste fmanaui | |itimastee |
[ Open fiea. ] | Open URL... | Open DE... [ Cenerate... Lo Edit.. | Bave.
Filtes
A e
Current relabon Selected attribute
Rslarens: raora Attribustin: o s risnm Typm: 1
Iratarces: MNone Eum of weights) Mone Mssing Mone Distncts Mane Uriguei Hone
Attrbuten
in
= | iemiem i
T :
Wielcama 1 the Weka Explorar [ | g =0
Load weather.arff in preprocessor mode.
€ Weka Explorer SiE s
e e e a8
[ Open .., ] OpeniRL.. IiE ODENDB... | [ Generate,.. ] lnda | =at., Save,
Fiter
:  Chncee. .}Nnne Apohy
Current relation Selacted attrbuts
Relanon: None g Type: Hone
Irstarcrs: one & Cpen ot ] Linue: None
Shdeics Locki: [ data = #eE
Al | i O contact-lenses. @D vote [ Twcke eotions dalog
& @w
ek B & cpu.withvendor @ weather.nominal Nobe:
€ dinbetes
© giasc Serme file Farmats offer s tenel
S options which can be customized
. 1<] !“"“W"Ef! when ivoking the oobons disog,
Deskiop @ ins
& lavor
B € ReutersCom-tect
£ @ FeutersCom-train
Documents & ReutersGeain-test E
€ ReutersGrain-train | L rpr—r
! 1 £ s=gment-chelleng= =
& segment-test
Computer & soybean
o supermarket
@ File pame: | weather arff oo |
NEtOrk  iesof tpe:  [fdata fes (4 o] = Conc=l |
e
Stats T 'l
Vielcame: 1o the Weka Explarer ko] g *0
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£ Weka Explorer

Freoracese | Chmsfy | Chister | Assocsts | Seect atenbutes | Yisusiee |
& Cpen LRL... Open o [ [ Edit., Saue
Fifter
: Chocee |None | Aoty
Current relation Selected attrbute
Relaton: weather Attrbutes: 5 Mame: outioak Type: Heminal
Instances: 14 Sum of weights: 14 Mzng: 0 [0%) Dishnet: 3 Urique; 0 (8%}
Atirbutes No. Label Count Weight
s - . 1| surny 5 5.0 |
[ L) [ giooe | et ] EREE I[overcast 4 40
3[rainy |8 ]
ho. Hame
2| [teme
3| [Furidity
A vy
HEEEH]
Class: play (o] w | visusiee Al
Stetus

oK

Click on cluster tab

£ Weka Explorer

Frepmcess | Clmssfy | Cluster | Assocste | Seect atenbutes | Yisusiee |

Clusterer

Stmtm
oK

i e

Chuster mode

1) Supphed test 5=t

_ Pergentage soit

-M 1.0E-6 -5 10D

Clusterer output

@ Lbse trairing set

1 Oasg=s o dust=rs evaliation

om) play

] Store clusters for wisusization

Igrere atTbutes

Start

Result st {right-cick for options)

-
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Select a clustering algorithm (Use sample K-means)

€ Weka Explorer o
[ Frepracess | Clasay| Cluster | Avsncinte | Seiect attrbules | e |
Chusterer

L wela tance R first-last* -L 500 -5 10 |
[ |, custerss
Cobweb Clusterer outout
5 - :
FarthestFirst
Ftereddusterer
Herarchicaihstrer
MakeDeratyBaseiClisterer
re

sesenne

aK __Loq #xo

Click on start button and get the clustering result in the output window.

€3 Weka Explarer oo T
Prenvacess | Classfy | Chister | Assaciate | select attributes | visuaiae
Clusterer

[ Chousz  SimpleKMeans -H 2 -4 "weka, cors EuchdeanDistancs -R frstest’-1500-510 |

Cluster mode:
8 e trairing set
* Ssuppledtestest |
) Percentage spit
71 Jesses to dust=s evahistion
i o) clay
] Stove csters fr viustzation

[ Ignore ambutzs

Start

Result st fright-chc for ontions]

Clusterer oufput

== Clustering model (full training set| ==

lMeana

Mumber of iterationa: 3
Withia clust=r sum of sguared errors: 16.23743631L3E7
Missing values globelly replaced with reen/rode

Cluster ceatroids:

Cluaters

Aoribute Full Cata 0 1

(14} [EN (€]
outlook Funny Funny OVEercast
temperature T3.5714 T5.8889 63.4
numidity 21,6420 84,1111 77.2
windy FLLSE FALSE TRUE
play yea yea wea

Time taken to build model [full training datal : 0.0 seconds

=== Mod=l and evaluation on training set ===

Clustzred Tastanc=s

a o[ 643
1 5 [ 363)

a4

Lo | -

Data Mining La

b
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9. Clustering using EM

Input: weather.arff
Procedure:

Go to weka explorer environment

€3 Weka Explorer ===
Preprocess I I I I |
[ Open file... ] [ Open URL... ] [ Open DB... ] [ Generate... ] Undo Edit. .. Save
Filter
Current relation Selected attribute
Relation: Mone Attributes: Mone Mame: Mone Type: None
Instances: MNMone Sum of weights: Mone Missing: MNMone Distinct: Mone Unique: MNone
Attributes
All Mone Invert Pattern
ST
Remowve
Status
Welcome to the Weka Explorer w- x0
Load weather.arff in preprocess mode
& Open =]

Lookin: | | data | 5 _"-‘|E|
- G contact-lenses 9 vote [7] Invoke options dialog
.i,} 0 cpu 0 weather
et Thoma 0 cpu.with.wendor @ weather.nominal Mote:

o diabetes
6 glass

’ o] icnosphere
Desktop & iris

o labor

- 6 ReutersCorn-test

Some file formats offer additional
options which can be customized
when invoking the options dialog.

Q ReutersCorn-train
0 ReutersGrain-test

Dacuments
0 ReutersGrain-train
P i o segment-challenge
‘“’*’L‘*« 9 segment-test
Computer 0 soybean
0 superrnarket
X :
A File name: |weather.arff
MNetwark : :
SO Flesoftype: | arff data files (%.arff) =
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&3 Weka Explorer

Preprocess | Classify | Cluster | Associate | Select attributes | visualize |

[ Open file... ] [ Open URL... ] [ Open DB... ] [ Generate. .. ] Undo [ Edit... ] [ Save... ]
Filter
Current relation Selected attribute
Relation: weather Attributes: 5 Mame: outlook Type: Mominal
Instances: 14 Sum of weights: 14 Missing: 0 (0%&) Distinct: 3 Unigue: 0 {0%¢)
Attributes Ma. Label Count Weight
1|sunny 5 5.0
[ Bl ] [ fiooc ] [ fouesk ] [ Ratieg ] 2|overcast 4 4.0
3| rainy 5 5.0
No.
2| |temperature
3|[Clhumidity
A Jwindy I ] :
5| lplay _Class. play (Mom) al Visualize All
5
Status

Click on cluster tab

0 Weka Explorer

Clusterer

| Preprocess | classify | Cluster | Assodiate | Select attributes | visualize

Cluster mode
@ Use training set

) Supplied test set

Percentage split
(71 Classes to dusters evaluation
{(Mom) play

Store custers for visualization

1.0E-6 -5 100

Clusterer output

[ Ignore attributes ]

[ Start |

Result list {right-cdlick for options)

Stop

Status

QK
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Select a clustering algorithm (EM)

&) Weka Explorer

o 7 |

Preprocess | Classify | Cluster | Assodate | Select attributes | Visualize |

Clusterer

Ly weka

2} dusterers
i # Cobweb Clusterer output

e
Lo @ FarthestFirst

# FiteredClusterer

# HierarchicalClusterer

# MakeDensityBasedClusterer
L. # SimpleKMeans

Status
oK

(s | g0

Click on start button and get clustering result in the output window.

€3 Weka Explorer =l
| Prepmcess [ Clmssfy | Cluster | Assooste | Seect atenbutes | Yisusiee |
Chusterer
| cheass EM-L100 40141066 5 100 |
Chster mode: Clusterer autpul
@ Lbse trairing set EREE 5 -
1) Suppied best st Set, = svercest 5
E — rainy 3
© Percentage soit % |68 [zotel] 17
1 Oasg=s o dust=rs evaliation cemperature
(o) play nean 73,5714
— B, dev. 6.3326
] Store chusters for visusization
humidity
| Igrere strbutzs I mean B1.6428
= 8 atd. dev. 28111
[ Stark 1 o
. tnay
Result st {rightick for options) 1T 5
FALSE E
[cocall 16
wlay
yes 10
no 3
[total] 18
Time caken co bulld model (full training data) @ 0.27 seconda
=== Model and sveluetion on treining ==t == £
Clustersd Instances
[ 13 (100%)
Log likelihood: -3.4063
Simtm =
aK Log | ‘xo
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10. Clustering using COBWEB
Input: weather.arff
Procedure:

Go to explorer environment

o Weka Explorer

===

Welcome to the Weka Explorer

Preprocess | Classit I:_:'.E I—::: = '.E:I-:_"-l
[ Open file... ] [ Open URL... ] [ Open DE... ] [ Generate. .. ] Undo Edit... Save...
Filter
[ Choose ]lNDI‘IE apply
Current relation Selected attribute
Relation: Mone Attributes: Maone Mame: Mone Type: Mone
Instances: Mone Sum of weights: Mone Missing: Mone Distinct: Mone Unique: Mone
Attributes
all Mone Invert Pattern
w [ wisualize Al
Remowve
Status

Load weather.arff in preprocess mode

&3 Weka Explorer

|= | = | ==

|-1

Preprocess | I

L[ Generate Ll Undo

sl Edik L Saue

&J Open

=

Look in: |, data

il

': ZeEE

o wote

c a contact-lenses
L =
s & cpu

Recent Items 0 cpuwithavendor 'a weather.nominal

[] Invoke options dialog

MNote:

Some file formats offer additional
options which can be customized
when invaoking the options dialog.

A Q diabetes
1 0 glass
[ - o ionosphere
B Desktop 0 iris
a labor
Ex 'a ReutersCorn-test
{_‘i a ReutersCarn-train
Documents o ReutersGrain-test
'9 ReutersGrain-train
[h,hl a segment-challenge
- o segment-test
Computer & soybean
Q supermarket
.
(“7- File name: E;ueamer.af{‘r:
B Network  Fiesof type: [ arff data fles (.arf)

Status
Welcome to the Weka Explorer
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© Weks Explorer S =i=]
Preprocess | Classify I Cluster I Associate I Select attributes I V’lsualize|
[ Open file... ] [ Open URL... ] [ Open DE... ] [ Generate... ] Undo [ Edit... ] [ Save... ]
Filter
Current relation Selected attribute
Relation: weather Attributes: 5 Mame: outook Type: Mominal
Instances: 14 Sum of weights: 14 Missing: 0 {0%:) Distinct: 3 Unique: O {0%)
Attributes Mo. Label Count Weight
1|sunny 5 5.0
[ gl ] [ BOGS ] [ LTS ] [ FEIEE T ] 2| overcast 4 4.0
3| rainy 5 5.0
Mo. Name
1 [l outlook
2{| jtemperature
3 Jhumidity
4| |windy r + -
5[Clplay _Class. play {Mom) = Wisualize All
Remowve
Status
QK

Click on cluster tab

Q Weka Explorer

| Preprocess I Classify | Cluster | Associate I Select attributes I Visualize

Clusterer
EM -I 100 -N -1 -1 1.0E-6 -5 100

Cluster mode Clusterer output

(@) Use fraining set
() Supplied test set Set...
(7) Percentage split
(™) Classes to dusters evaluation
(Mom) play

Store dusters for visualization

[ Ignore attributes

[ Start Stop

Result list {right-dick for options)

Status
QK

#xo
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Select algorithm (COBWEB)clustering

€3 Weka Explorar
Fresrazess | Casafy] CLeS | Assosiate | Gelect attiutes | lisuaize
Chugterar
. weka (3
& b chsterers |
¢ [] | Clustzrer oumut

® Farthesifirst
- @ FiteredOusterer

@ Hierarchical Chusterer

- @ MakeDersiyBaszdChistener
& SmpletlMeans

Close

Stahe

0K

&) Weka Explarer

Preprocess | Clessify | Custer | Assodiate | Seect atrbutes | visuaize

o R

Clusterer
| Choosz | cobweb -A L0 - 0.00Z820T3LTTIEREIS -5 42
Clhstsr mode Clusterer outpul

@) Us= fraring set

(7 Suppled test set
Fercertage st
Clazses bo chusters svalustion
hom] play

| Store custers for vesaization

Ignore stirbutes

Start Stoo

A=l kst {right-chek For oplians)
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Click on start button and get the clustering result in the output window

o Weka Explorer

Preprocess | C\assifyl Cluster ‘ Associate | Select attributes | V\suahze‘

Clusterer

Cluster mode
(@) Use training set
(©) Supplied test set Set..,
*) Percentage spit % |66
(7) Classes to dusters evaluation
{Hom) play

Store dusters for visualization

[ Ignore attributes

Result list (right-dlick for options)

Cobweb -4 1.0 -C 0.00262094791773687615 5 42

Clusterer output

=== Run information ===

Scheme: weka.clusterers.Cobweb -4 1.0 -C 0
Relation: weather
Instances: 14
Attributes: 3§
cutlook
temperature
humidity
windy
play
Test mode: evaluate con training data

Clustering model (full training set)

Number of merges: 1
Number of splits: 0
Number of clusters: 21

node 0 [14]
node 1 [5]

| leaf 2
node 1 [5]

1

|

|

!

I | leaf 3
|  node 1 [5]
I | node 4 2]
!

!

!

!

!

1]

|1 leaf 5 [1]
| node 4 [2]
|1 leaf & [1]
node 1 [5]

| leaf 7 [1]
node 0 [14]

| node & [6]

Status
OK
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11. To Generate Association Rules

Input: assrulegen.arff

Load the input file into explorer to perform association as shown below.

© Weka Explorer (olEx]
Preprocess | Classify | Cluster | Associate | Select attributes | visualize |
[ Open file... ] [ Open URL... ] [ QOpen DB... ] [ Generate. .. ] Undo [ Edit... ] [ SaVE... ]
Filter
[ Choose ]lNone |[ Apply ]
Current relation Selected attribute
Relation: assrulgen Attributes: 2 Mame: Trans id Type: Mominal
Instances: 9 Sum of weights: 9 Missing: 0 {09%) Distinct: 9 Unigue: 9 {100%%)
Attributes Mo. Label Count Weight
1|T1 1 1.0 -
[ All ] [ Mone ] [ Invert ] [ Pattern ] S[T2 1 10 —
373 1 1.0 3
Mo, Name 4| T4 1 1.0 1
a d 5|T5 1 1.0 L=
2 item list 6| T6 1 1.0
7|77 1 1.0 57
-Class: item list {Mom]) - -
1 1 1 1 1 1 1 1 1
o I I I I
Status

After loading, choose the associate tab in the weka explorer window.
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Under associate tab, click on button and select the apriori algorithm as shown below.

3 Weka Explorer (=000 E
Prepracess | Ciasafy | Custer | Assarate | seloct atfributes | Visusize
Asrodator

weka 5-1.0<-L

asndations

o output

SiahE

£ =

Select “use training set “ under the test options which is located at the left of the weka explorer
window and the output is represented as shown below.

& Weka Explorer
Preprocess | Classify | Cluster | Assodate | Select atiributes | Visuaiize

Associator

Apriori -N10-T0-C0.9-0005-U1.0-M01-5-1.0-c-1

Assodiator output

Stop

Result st (right-ciick for ¢ | FE1aEion: assrulgen
Instances: 9
e Attributes: 2
Trans id
item list

== Rhssociator model (full training set) ==

Apriori

Minimum support: 0.16 (1 instances)
Minimum metric <confidence>: 0.9
Number of cycles performed: 17

Generated sets of large itemsets:

Size of set of large itemsets L{l): 1§

m

Size of set of large itemsets L{2): 8

Best rules found:

1. item liat=il,i2,i5 1 ==> Trans id=T1 1 (9) lev: (0.1} [0] conv:(0.89)

2. Trans id=T1 1 ==> item list=il,i2,i5 1 :(9) lev:(0.1) [0] conv:(0.29)

3. item 1list=i2,id4 1 ==> Trans id=T2 1 (9) lev:(0.1) [0] conv:(0.89)

4. item list=: (9) lev:(0.1) [0] conv:(0.89)

5. item list=: (4.5) lew:(0.09) [0] comv:(0.78)

6. item liat=il,i2,i4 1 ==> Trans id=T4 1 <conf: (1)> lifc:(9) lev: (0.1} [0] conv:(0.89)

7. > item list=il,i2,i4 1  <conf:(1)> lift:(9) lew:(0.1) [0] comwv:(0.89)

a. .5) lew:(0.09) [0] conv:(0.78)

9. Trans id=Té 1 ==> item list=i2,i3 1 .5) lew:(0.09) [0] comv:(0.78)

10. Trans id=T7 1 ==» item list=i1,i3 1  <conf:(1)> Lift:(4.5) lew:(0.09) [0] comv:(0.78) i

Status
OK
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We can also view the output in a separate window by right clicking on the option in result list and
clicking on “view in separate window” as shown below

%/ 07:30:19 - Apriori BRI 1 |

=== Run information ===

Scheme: weka.associations.Apriori -§ 10 -T 0 -C 0.9 -D 0.05 -U 1.0 -¥ 0.1 -§ -1.0 —¢ -1
Relaticn: a3zsrulgen
Instances: 9
Attributes: 2
Trans id
item list

Rssociator model (full training set)

Apriori

Minimum support: 0.16 (1 instances)
Minimm metric <confidence>: 0.9
Nurber of cycles performed: 17

Generated sets of large itemsets:

Size of set of large itemsets L(1): 16

Size of set of large itemsets L{(2): 9

Best rules found:
. item 1ist=i1,12,15 1 => Trans id=T1 1  <conf:(1)> lift:(9) lev:(0.1) [0] conv:({0.89)
. Trans id=Tl 1 => item list=i1,12,i5 1 3) lev:(0.1) [0] comv:({0.28)
. item list=i2,14 1 ==> Trans id=T2 1 fr:(9) lev:(0.1) [0] conv:(0.29)

1

3

4. Trans id=T2 1 item list=i2,i4 1 (9) levz(0.1) [0] conv:(0.29)
5. Trans id=T3 1 item list=i2,i3 1 )> 1ift:(4.5) lev:({0.09) [0] conv: (0
s
7
E

7
. item list=i1,i2,i4 1 => Trans id=T4 1 <conf: (1)> 1ift:(9) lev:({0.1) [0] conv: (0.8
. Trans 1d=T4 1 item list=11,12,14 1 £:(1)> 1if:(9) lev:(0.1) [0] conv: (0.8
. Trans item list=i1,13 1 (1)> 1ife:(4.5) lev:(0.09) [0] conv: (0.7
1 item list=i2,13 1 (1)> life:(4.5) lev:(0.09) [0] conv: (0.7
1 ==> item list=il,13 1  <conf:{1)> lift:(4.5) lev:{0.09) [0] comv: (0.7

. Trans

10. Trans
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12. Data Discretization

Open weka explorer and select weather.arff

[IENES

apen flle,.. | Open LR, Openie.,, Generate Undo Eit,
Fiter
Checse  [None
Current relation Selected atrbute
Releton: weather Attrbutes: 5 Heme: outiook Type: Homnal
Instences: 14 Sumofweghis: 14 Missing: 0 (0%) Distinct: 3 Urigus: 0 (0%)
Attrbutes e Labs Count Wieght
= 1| sunmy |5 5.0
Al P J Trveit Pattern 2| overcast F a0
3|rany 5 5.0

Class: play {liom)

Status

g

w | Visusice Al

Select any attribute in the attributes section and click on remove button.

& Weka Erplorer

Remave

Status

= R
Preprocess | Classfy | Quster | Assosiate | Select atirbutes | Viswlze
Open file... | Open AL, .. OpenDE... (ZENErEE. . Undo Edt... S, |
Fiter
Choose  |Mone Apply
Current relation Selected atirbute
Relaion; weather Atfributes: 5 Heme: oatiook Trpe: Nominal
Inctances: 14 sumof weghte: 14 Mezing: 0 [0%) Detinct: 3 Unigue: 0 (0%)
Aattrbutes i, Lebsl Count iright
- 1| eunry 5 5.0
] | tane Twert | Patiemn et 5 o
3|rainy B |50
Mo, Hamz
2]
3] humidity
[ Jmindy
5[|play
(Cags: play (Mom) w | UEuEzE Al
i H
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The below diagram shows the weather.arff after removing the attribute

class.

Statug

a6

& Weka Explarer o | 6@ | s
Preprocess | Clasafy | Custer | Associate | Seilect atrbutes | visudlae
Open fie... ] OpenlRL... OpenCE... ] Generate... Unc Edi... Seve.. |
Fiter
Choose | Mone Apply
Current relation Selectad attrbute
Refefion: neether—neka. fiters.uns perised. atiriute AemoueR 1 Atrbutes: 4 Hame: temperature Type: Nureric
Instances: 14 sum of weights: 19 Masing; 0 (0%} Dstnct: 12 Urigue: 10 (71%)
Attributes Statistic value
Minimum a4
Al lienz Invert PatiEn rrE— 3
Wesn 73.571
Ho Name St 6.572
2l Jumdyy
3 eardy
a[Cnay
Class: play (Nom) -[ Visuasiize AL

C]

Now click on the “choose” button from the filter and expend the “unsupervised” option and select
option.

the

& Weka Explorer

discretize”

<«

e - sl

Frenrocess | Classfy | Custer | Assodite | Select attributes | Visusize

[ Open e, ] OpenlRL...

Open DB...

Generate... Lnde.

Fitter

weka a
Bl fikers B
L 4 AlFiter
- # MUt aveRl

1 supervised
= ) insuperised
5\ atirbute

.

Left-click to edit properties for this ebject, right-click/Alt+ Shiﬂ;r left-click for menu
5 TOE

Sum af weighis: 14

| boe e :‘

Invert

=

-4 AddExpracsion
Lo AddID

i AddNoise
o tddidues

i 4 Cenizr

+- @ ChangeDateFomat

i # Cosshssigrer

b

- % Cooy

Y|

- FrstOrcer

i # InterquarticRange

e

i # MokeIndeator

# MathEvpresson

- 4 MergeManyNales i

Filter.... Remove fiter

[ cee |

Missing: [ {0%] Distinct: 12
Statistic

64

Type: Numeric
Unique: 10 (71%)

Maximum

85

Maan

73.571

SidDev

6.572

(Czes: play (Mam)

i3

» | Uisuaize 4l

Log X0
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Now left click the object to edit the properties or right click and select show properties to edit the
properties.

&3 Weka Explorer

5
Frepracess | Clasafy | Cluster | Assodate | Select attributes | isualze
| Open ... | Cpen LR, [ Qper 6. Generate,.. Undo Edi... Save
Filter
Chogse |Discretize 8 1047775 Apply
Show propertiss.. .
s g Copy cenfigurstion to dipbazrd eI R
Relation: weather-weka. fiters = . Attributes: ¢ Hane: lemoerature Type: Mumeric
Iretances: 14 Enter configuration... sumofweights: 14 Mesng: 0 (0%) Dstnct: 12 Unique: 10 (71%)
il Statislic vahie
Mirimum 54
[ 2 I flone. ] et [ flati=n, | (¥ (3
Hean 7L

o, Neme stobey 6,572

1 [ temperahurs

2| [rurmidty

3 [windy

4| Cpday

Claas: piay Nam) - | visaiee a1
v
Statie
aK

In the “generic ObjectEditor” change the bins value to either 2 or 3 or as our desire and make the
“useEqualFrequency” option as “TRUE” and click on OK.

G Weka Explorer o @] ®
s ! ssociale | Select atirijutes | Vsudee
Frepracess | Qessify | Custer | Assecate | Sehect atiriutes | Visual
[ Open fikz... CpenURL.., I Open D... [——— I U Edt.. e,
Filtes
. —_—
hoose | @5 ko guilSencricObiectEditor =5 Apply
CUTent =t | oks fters nsupervised, atirbute, Disareze Selerted atrhurz
Rielation; Attributes: 4 Mame: temperatune Type: Mumeric
Irstances: bt Sun of weichis: 14 Mssng: 0(0%) Dislinct: 12 Unigue: 10 (71%)
s Aninstance fter 13l discrelizes a rangs o numericaotes | poe | Sintiste Value
in ihe datasetinta nominal sributes. r— L a4
Capabliies attern : +
. Mesimum 95
Mean T3.571
1. atfributelndicss  frstdast Stdlev 5572
2 brs 4
Bl |
4| cesradWeightOfinstancacPerinterual  -1.0

finchurfirs  Febe
IonareClass Fake
invertSelection Fake 5
Claze: play {Nom) = | Visuzize Ml
makefiray Folse - :

UssEquaFrenenTy  True =

o
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Now apply the prosperities by clicking on “apply” button in the filter where the discretize object
contains bins and use EqualFrequency is set to TRUE

= F
K3 Weka Explores =1 =N
Prepeccess | Clasafy | Guater | Associate | Select attributes | visuslize
Cpen fie.. " OpenLRL... - QpenD6... - Generaie... Unco Exit.... Seve... |
Fiter
[ Ehease {Descretize -F B2 1 -1.0 7 Arst-last ey |
Current relation Selected atrbute
Relzton: weatherseka. fiter iced, athrbute Aemave-R 1-neka. fiter feed alirbute. O Attrbutes: 4 Name: temperature Typa: Nomingl
Instances: 14 sum of wesghts: 14 Mssing: 0 (0% Dstnet: 2 Unigue: © (0%)
Attriutes Me. Labs Count Wiemght
1[nf7L s & 8.0
Al [ fione | Tvert ] Batizm 3735 = o5
No. Hame
| W tenperstue
2] Jrumidty
3] [wardy ]
A] [pay |
Ciass: play (em) > | vmalae Al
-3
- -
Status [
oK | g x0

We can observe the change in the result in the visualize which is as shown in the figure by edit
option.

r T P~
L4 Vewe = R - |
Feelaton: m:r.fu-\xckq.ﬁkls.m.pcwis:d.aﬂ:ihl.t.Rmm:Rl-wzlu.ﬁlbu":.unmwis... View & @
el | L: terperature | 2: humidty | 3: rirdy | % play 1 ~ = N = e . A
Tomins Norinal | Hominal | Nomina g -4 =t :'é = 7 A | =| 4 ! 2 sture Line TE S‘Z
L sy fEashl FAE  |m . . o | e— - . Date & Time
7 73540 ‘BT TRLE Mo Hyperlink Eookmark Cross.reference | Header Footer  Page Ted  Quide Worddrt Dvop Equation Symbal
3 E?SISJ ‘j ':‘I51'1‘:r FALSE  yes MumberT  Boer Famsr v bd Object % 5
50 25 L . s = .
& (Gnf7ae E2EnA FAE s Links Header & Footer Symbals
5 |[4rf-73.5) '[4rfELE] FALSE  yes B3
5 [(rf73.5] B8 TREE  |ro =
7 [Gf7aS  [GnfeRS] TREE |yes
B (739 'fBa5nff FALSE o
3 [(nf-73.9] [[Anf2.5] [FALSE  |yes
1 [(73.54nf "4nfEL5] FALSE  |ves b i e st
11 (73540 [[nfE25 [TRLE  |yes e = = e, =
17 [[rf735 (@250 TRLE  |yes =
3 [(73.5400 ErFELE] FALSE  [yes =
14 [[rf735  [[2.5nf TRE e =3 L
Lo oK Cancel
|" -
=
1
i
o
T
Page: 4 of 4 | Words2 | 45 Sz s = s (= (] )

Data Mining Lab Page 40



13. Weka’s Experiment Environment usage in Simple Mode

Open weka experiment environment.

&) Weka Experiment Environment E@
Setup I Analyse
Experiment Configuration Mode: @) Simple ) Advanced
[ Open... ] Save... [ Mew ]
Results Destination
ARFF file Filename: Browse. ..
Experiment Type Iteration Control
Cross-validation Mumber of repetitions:
Mumber of folds: @ Data sets first
i@ Classification Regression Algorithms first
Datasets Algorithms
Add new. .. Edit selected. .. Delete selected Add new. .. Edit selected. .. Delete selected
[] Use relative paths
Up Down Load options... Save options... Up Down
Motes

Click on new experiment, Click on results destination and select arff file.

£ Weka Experiment Environment EI@
Setup | Run I Analyse

Experiment Configuration Mode:

(@) Simple () Advanced
| open.. I I e )
Results Destination
:ARFF file v: Filename:
Experiment Type

Iteration Control

' Cross-validation = Mumber of repetitions: |10
Mumnber of folds: |10 (@ Data sets first

@) Classification () Regression () Algorithms first

Datasets Algorithms
Edit selected... Delete selected Edit selected...

Delete selected
[] Use relative paths

Up Down Load options... Save options... Up Down

Motes
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Click on browse and choose file name as experl.arff

£J Save | =2
Sawve in: . Weka-3-7 - ? =X E|
r . changelogs
‘;:} L. data
Recent Items i doc
Desktop
Documents
Computer
= =
| W File pame: | exper 1.arff |

Click on experiment type choose cross validation with the default number of folds as 10 ,and click
on use relative path check box.

&3 Weka Experiment Environment EI@
Setup | Run I Analyse

Experiment Configuration Mode: @) Simple (") Advanced
[ Open... ] [ Save... ] [ Mew ]

Results Destination

| ARFF file + | Filename: C:\Program Files\Weka-3-7\exper 1.arff

Experiment Type Iteration Control

| Cross-validation - Mumber of repetitions: |10
Mumber of folds: |10 @ Data sets first

@ Classification () Regression () Algorithms first
Datasets Algorithms

Edit selected... Delete selected Edit selected... Delete selected

[] Use relative paths

Up Dowri Load options... Save options... Up Dowri

Motes
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Click on add new button and select iris.arff, in iteration
of repetitions .either select data sets first or algorithms.

&4 Weka Experiment Enuironment

control tab by default there are

. £ ReutersCom-test
1 al & ReutersCam-train
Domments & ReutersGrain-test
€ ReutersGrain-train
& € s=gment-challengs
= €D segrment-test
Computer

£ soybean
O cupermarket
,
& Filz name: irig.arff
Network
o Fleanfnpe: | aff data fles (*,arff)

= [ewal ]

|=|@m = |
S2p | R | Anayse
i Mode: @ Simglz Advanced
Open... Sonue. hew
Results Desting ton
| BRFF fie » | Fileme: | C:\Program Files | himka-3-Thexper L arfF Erowse..
Experiment Type Tteration Control
Cross-vkcaton + Taber ofrepemans; |10
Mumber of folce: | 10 i Cata cete firat
& Oessfcaton ) Aagresson (7 Mlgerithms frst
Diatexsets Aigarithms
& Cgen M ! Add rew., Edit sele Delete selected
Locki: | ) data =l ¥ -E
L contact-lenses G wote | [nvoke options dideg
,-;} Q cpu Q) weather
Recent fhems | & cpuswithvender @ weather.nominal Rot=:
& diabetes
& glass Sams fle formets offer additiond
- o onbons which can be customized
€ icnasphere wher inycking the options disiog.
Dedzp AL
L labor

nad optiors...

Mat=s

10 number

Click on add new button in algorithms and algorithms and choose an classifier, by default Zero-R
classifier is selected, we can add many more classifiers using new buttons for example J48

classifier.

After selecting the classifier parameters click on ok to add it to the list of algorithms.

&3 Weka Experiment Enviranment

= e | =
Setup | Run | Analyse
Exparment Configuraton Made: @ Smple 7 Advanced
Cpen.. I[ Saue New
Results Destnaton
ARFF fie | Filename: |C:'Progrem FlesiNeke-3-Tiexper Larff Brawese.,
Experment Type Iteration Contral
oo vckation: x| thumber of repetiors: |10
Mumber of folde: | 10 1@ Data gats first
@ Classficaiion () Regrassian (3 Mgorithms fist
B £ weba.gui GenericObjectEditor i
Add rew... Edit selected Delete salected = il 1 Celete selected
= |y ks
7 Use relative paths P clmsfers
v bayes
e Program Fies\eka-3-7 datalis. arff B bl functions
Bl bz Hore
& ¥ : = y
| ol metn Capablities |
it misc gl
s -| The capabilities of weka.classifiers.rules ZeroR |
| # DeckionTable &
| # T
Al # MRues
I ® et i
; ® PART ==
-
Bl b=es
lp k Dowin
Clos=

Hotes
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The algorithm will be stored in the list as shown in the below diagram.

=
& Weka Eenment Environment

C:\Program FlesiWeka-3-Tidatsins.ar

o

o || =] ==

Sehp | pun | Anafyse
[Esiceriment Canfiguration Mode: @ Sple 1 Advanced

[ Openes Save. Hew

Aesults Destinaton

ARFF file  Flenome: C:'Progrem Flesiveia-3-Texper Lorff BroWse...
Experiment Type Teration Confrol

Crass-ualdabon - Humber of repshtons: 10

tumber of folds: | 10 & Dot seis fist

@ Classification ( Regresson ) Aigerithms frst

Datazets Meerithens

& Add new, . Fri elecnen P mp—— A rew,.. E—— eletn selected

|~ | Use relative pathe E—

M3-CO.25M2

With the load and save options we can load and save setup of a select classifier and to XML.

§3 Weka Experiment Environment | = T |
S2tup | fun [ Anatyse
Experment Configurafion Mode: (@i Smpke Advenced
Cpen.. Saue. Hew
Results Destinaton
RFF fie ¥ Flename: | C:\Program Fles\ieks-3-Texper Larff Eromgs...
ner ~, [teration Contral
€ save ﬂ -
Crocd ~ ' Mumber of repetiions: |10
Phmi Save Vieka-3-7 - @) Data ot first
@ d ) Mlgerithme first
I . changdogs Lt
Catarst -C} . deta Algarithms
RecentTters | 97 § !
[ Add ren [ Edit selectad.. I Delete selectzd
g
= - ZeraR
(i Prod Deskinp
E
Coauments
A
Camputer
C‘; Flepare:  examok] ||
Metwark r
Fles of biret | Evperiment configuration files (i) v Cancal
p Cewin Lozd optiars... Cave oplions... ] | Up
Motz
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Save the current setup pf the experiment to a file by clicking on save at the top of the window, with
extension.exp

& Weka Experiment Environment

|=lE]| = |
S2tup | fun [ Analyse
Experiment Configurafion Mode: 8 Smple Advenzed
open..; SAE.. Hew
Results Cestation
RFF e + | Flenzme: Ce'Program Fles|Wieka-3-Teuper Larff '; Erowss....
i Iteraton Centrol
f € save =) S
Crosg ™ ~ B - tumber ofrepetitions: |10
Humid saven: | | Wida3T? = FE= 8 Data sats frst
e 1) Mlgorithme fret
L - | changelogs L
Dt e L dota Higarithms
| FRecontBers |8 dor : — — -
| | Add rewi... Il Edit selectad... Il Delete selected
o e
¢ Prog Desktop
e
E
Documents
Computer
@ Floars  |examok] Save
Metwark T
Flesofoyeet | Experiment configuration files (%3mi) - Cancel
|
up Down [ Load optiars. .. | Save options... ]l up I Donn
I:\QE!

Run the current experiment by clicking on the RUN tab of the experiment environment window

.click start to run the experiment. if the experiment was designed correctly, there will be ‘3’
messages in the log panel without errors.

#! Weka Fxperiment Environment

Setup | LN [ dnstyse

12:59:35: 3tarted
12:59:35: Finizhed
1£:59:35: Thers ware 0 ErroEs
15:02:31: Starced
13:02:31: Finished
13:02:31: There were 0 errars

Status
Hek nnning

—.—" sra._rt B e

By e Camumants

o CIMINDOWSIsYsE. '.:_i '\ ka0 Chansar

T ereriMERT ERE ., By & Cn s O R S Lo
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Click on analyze tab at the top of the window and click on experiment tab and the output would be
generated in the test output panel.

4 Weka Experiment Environment inilh
Setup [ Fun| Analyse
Source
Got 400 resuls
Configure test Teat output
Testng with  Pared T-Tester {comected) - vailable resultaets

[1} rules.ZeroR ' 48055541465867954

Select raws and cols Swap | || [2) tress.J4m coc 025 oM 20 —217T733168393644444

Comparison field .Pemmt_cmen =l
Sgrificance (0.05
Sorbrg (asc ) by | <default> -
Test bese Select ]
Displayed Comne | Sekct ]

show gtd, daviations [

Cutput Farmat Select ]
| perfam test Save output
Regult et

Bl° e ojel: m[m[o][mw]

Check the output in an XML format open the sample.xml file.

Ciilsersteiran’, Deskiop! news.aml P~-ox l B CAUsersikiranDesktopine.. * |

MchAfee O K4

<?xml varsion="1.0" encoding="UTF-8"7>

=<IDOCTYPE object=
- <object version=".
=<objact name
- =object name="
<aobject name
<object nama
<object name
<abject name
<object nama
=abject name
<object nama
=object name
=object name
<objact nama
=object name
<object name:
<object nama
«=object nama="13" cla=
<abject name="14" clas
<object nama="15" class=

= fobject=
</object>

root__" class="weka.classifiers.trees. 348"

boolean” primitive="yes">false</chject>

="yas" =

class="java.lang.String">-C</ohjact>

wva.lang.String” > 0.25 </object>

java.lang.String”=-M < /objects
ava.lang.String" = 2 < /ohjects

"java.lang.String"/>

ava_lang.String” /=

va.lang.String”/ >

va.lang.String” /=

"java.lang.String”/ =

"java.lang.String"/ >

‘java.lang.String"/ =

‘java.lang.String"/ >

java.lang.String"/ >

java.lang.String "/ =

java.lang.String"/ >

java.lang.String'/ >

2 Q@|0]€ ]z

nll

0 @]O]w]
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14. Weka experiment environment using advanced mode

Open weka experiment environment. Click on Advanced Mode radio button.

&) Weka Experiment Environment E@
Setup | Run I Analyse

Experiment Configuration Mode: () Simple @ Advanced
[ Open... ] [ Sawve... ] [ Mew ]
Destination

InstancesResultListener -0 weka_experimentsT 3936539994 3854485, arff

Result generator

RandomSplitResultProducer -F 66,0 -0 splitEvaluborOut, zip -W weka, experiment. ClassifierSplitEvaluator -- -\ weka. classifiers.rules. Zera

Runs Distribute experiment Generator properties
From: |1 To: (10 =1 Hosts . .
Disabled - Select property...
@ By data set By run . )

Tteration contral
@ Data sets first Custom generator first

Datasets

Edit selected. .. Delete selected

U lati th
[C] Use relative paths Can't edit

Up Dow

i

[ Motes ]

Select “userrelativepaths” in the datasets panel of the setup tab and click on add new to open a
dialog window.

J Weka Expenment Envronment =@ ® |
S2tup | fun | Anatyse
Experment Configuration Mode: " Simple @ Advanred
Open. Seve... | l ew
Destnaton
Choase | Tnstanc L Divukea_sxpari art
Result generaior
Choose i er P Ea0 -0 Cut. 2 - wieka, experment. Classii == - wizka. dassifers. s, Zepodt -10 21 -
Rurs Distribute xperiment Generator properties
From: 1 To: |10 ] Hasts -
. | Cisabled -
@ Bynn g
Therafion coniral
|
& Open =2
Lockn: | | dae T _7
- &9 contact-lenzes G vote |~ Inwoke cpticns diskog
,;} O cpu 0 weather
Tt i o cpu.withvendor G weather.nominal Note:
& dianetes
& dloss Sorme fle formats offer addtonz!
- O options vhich can be customized
ionosphere wihenimvaking the cotions délog.
Desiizp Can't edit
o labar

° ReutersCom-test
[; ‘, o ReutessCom-train
Douments 0 ReutersGrain-test
& Reutersrain-train
:&, [«] segment-challenge
| & segment-test
Computer | soybean
° supermarket

- .
&. File name: inis.arff :IUW
e Fr=—m
Cancel

Fileg of typa: _f«ﬂfdat.: files (% ff) -
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Double click on the data folder select iris.arff file.

ﬁ Open |?|
Look in: . data bl T 5 "E
r 0 contact-lenses o vote [7] Invoke options dialog
;} o cpu o weather
et Thae o cpu.with.wendor @ weather.nominal Mote:
Q diabetes
a _— Some file formats offer additional
-' g options which can be customized
3 | o ionosphere when invoking the options dialog.
Desktop &9 iris
9 labor
= o ReutersCorn-test
{ti 0 ReutersCorn-train
Documents o ReutersGrain-test
9 ReutersGrain-train
P 1 L] segment-challenge
I L
e 0 segment-test
Computer o soybean
o superrmarket
o —
ld File name: |iris.arff
MNetwork E ' -
Files of type: | Arff data files (.arff) v Cancel
§J Weka Expenment Enviranment = 'ﬁg
Setup | un | Ansiee|
Experiment Configuration Mode: ~1 Simple W Advarced
COpen... ” Save, Hew
Destnation
Choase ';n;iﬂ.xz;izéui"amm" ek sperimerk b1 1051563
Result generator
Choase uuuuu er 7 6,0 -0 Cuizip W meka, zperimert Ck — - weka,chsstisrs s 2zroR -10-C 1 —
Funs Distriute experiment Genzrator progerties
From: |1 To: |10 | Hoste
I B Disabled Sefert prope
(@) By cata =2t Bynn i
Tteration contral
(@) Dats sats first Custom gensrator firat
Catazete
| Uss relstive paths
{21 \Program FiecWeks-3-7\datare. arff
Can'tedt
p
Hotes
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To identify a dataset to which the result are to be sent, click on the “instanceResultListener’entry in

the destination panel.the output file parameter is near the bottom of the window beside the text
output file.click on this parameter to display a file selection window.
%ku Experiment Environment

=tup | fun | Anaiye |
Experiment Canfiguration Made;

71 Smple & Advarced

Hew
[ tination

Y

v -
3 wekngui GenericDbjectEditor (it o]
Result generaind |

Chooss E'l!

MtEwauatr — -0 weka.classtiers rues 2R -10-C 1 -
| About

Runs GENSraTor progertes
Oulputs the received resulle in ar fomat te & Writer. ore
From: 1

Disabled | Select property.,
oumputFle  weka_ewpenimenth FRIEERIGRI13309458 2
Iherafion onizg

@ Datzsets il | [ apen.., save. | ok [ cance

Calasets

Add rew. Edit selected.. Delate selected ]
[ Us= relative paths

Canltedt

Hotzs

The dataset name is displayed in the destination panel of the setup tab.

&3 Weka Experiment Enuiranment

& Advarced

Destination
 Chose :!
Result genaratog

Chogsz 555

ALEvaugtor - - woka,classFlers rues.JaroR -1 0-C 1 -
| abaut b — —

[ € wekagui GenericCbjecteditor e |

weka,

Rus Generator proper fies
Dutputs the received resulis in arff format to 2 Witer fre e
From: |1 | |

| Disabled | Seiect property
‘ outpue ks evperitent ITESIOMBIHA AT | gy prpperies..

Tteration contn
c_,m-a-r.;»rn" open.. ||
Datasete

Copy configuratbion to chpboard

smes || aK i

Edit selected...
17 Uz relatve paths

Dekete selected ]

Canltedt
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Type the name of the output file and click select.the file name is displayed in the output file
panel.click on ok to close the window.

&3 weka.gui.GenericObjectEditor @

weka experiment. InstancesResultListener

About

Cutputs the received results in arff format to a Writer.

outputFile  exper2.arff

[ Opern... ] [ Save... ] [ (0]4 ] [ Cancel

The dataset name is displayed in the destination panel of the setup tab

Select save at the top of the setup tab, type the dataset name with the extension exp for binary file
for choose experiment configuration files for xml file type.

{3 Weka Experiment Enviranment o &3] B
58 | fun | wnise
T figuration Made: " Smple @ Acvanced
Open... H Saue. | Hew
DCestination
Choaza indme;ﬂealLkbum-Oexped.arlF
Result generaior
Choas= .RundumSpIiﬂlﬂlLPmdul:tlFﬂ&.U-Dsﬂi.Ewi.bulO\.t.' aslsim - o L e e T Lol -
- e i}
Runs Distrioute o - -
4 e ek + affvs
Froe |1 el A Savein: | | Weka37 z ¥ :,
{5 Dy cata L chengelogs 3
<5 dat. |
Tteration contial &P o
. Recentltems | 4 0
(@) Data et first Cus
Calaswets !
Addrew.. Edtedectedd | Desdop
| Uz relste paths
4
Documents
& Cer'tedit
Computes
2
% Flename:  (exper? Save
Network . = = = = - .
"% Fiesoftpe [ppenment onguraton fles (*evp) . Caneel
s
L
hotzs
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The experiment can be restored by selecting open in the setup tab and then selecting experl.exp in
the dialog box.

To run the current experiment ,click the run tab bat the top of the experiment window.

Click start to run the environment.

¥ Weka Experimenl Environment

Setup | Pun | pnghyse

[ Lzl

Log

12:50:35: Started
12:59:35: Finished
12:59:15: There were O ecrors

Statis
Mok running

‘istart. | ®ouow | ka2 on CAWHDOWSgpste, | ) ieka GUl Chser # i vihaEvpeinent £, | D ENERIENTENVR .| [ Webammermera, BN AL @ %1250

If the experiment was defined correctly, the three messages shown above will be displayed in the log
panel.

OUTPUT:

@relation InstanceResultListener

@attribute Key_Dataset {iris}

@attribute Key_Run {1,2,3,4,5,6,7,8,9,10}

@attribute Key_Scheme {weka.classifiers.rules.ZeroR}
@attribute Key_Scheme_options {'}

@attribute Key_Scheme_version_ID {48055541465867954}
@attribute Date_time numeric

@attribute Number_of_training instances numeric
@attribute Number_of_ testing instances numeric
@attribute Number_correct numeric

@attribute Number_incorrect numeric

@attribute Number_unclassified numeric

@attribute Percent_correct numeric

@attribute Percent_incorrect numeric

@attribute Percent_unclassified numeric

@attribute Kappa_statistic numeric

@attribute Mean_absolute_error numeric

@attribute Root_mean_squared_error numeric
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@attribute Relative_absolute_error numeric
@attribute Root_relative_squared_error numeric
@attribute SF_prior_entropy numeric

@attribute SF_scheme_entropy numeric

@attribute SF_entropy_gain numeric

@attribute SF_mean_prior_entropy numeric
@attribute SF_mean_scheme_entropy numeric
@attribute SF_mean_entropy_gain numeric
@attribute KB_information numeric

@attribute KB_mean_information numeric
@attribute KB_relative_information numeric
@attribute True_positive_rate numeric

@attribute Num_true_positives numeric

@attribute False_positive_rate numeric

@attribute Num_false_positives numeric

@attribute True_negative_rate numeric

@attribute Num_true_negatives numeric

@attribute False_negative_rate numeric

@attribute Num_false_negatives numeric

@attribute IR_precision numeric

@attribute IR_recall numeric

@attribute F_measure numeric

@attribute Area_under_ROC numeric

@attribute Weighted_avg_true_positive_rate numeric
@attribute Weighted_avg false_positive_rate numeric
@attribute Weighted_avg_true_negative_rate numeric
@attribute Weighted_avg false_negative_rate numeric
@attribute Weighted_avg IR_precision numeric
@attribute Weighted_avg IR_recall numeric
@attribute Weighted_avg F_measure numeric
@attribute Weighted_avg_area_under_ROC numeric
@attribute Unweighted_macro_avg F_measure numeric
@attribute Unweighted_micro_avg F_measure numeric
@attribute Elapsed_Time_training numeric
@attribute Elapsed_Time_testing numeric

@attribute UserCPU_Time_training numeric
@attribute UserCPU_Time_testing numeric
@attribute Serialized_Model_Size numeric

@attribute Serialized_Train_Set_Size numeric
@attribute Serialized_Test_Set_Size numeric
@attribute Coverage_of_Test_Cases_By_Regions numeric
@attribute Size of Predicted_Regions numeric
@attribute Summary string
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@data

iris,1,weka.classifiers.rules.ZeroR,",48055541465867954,20140716.0732,99,51,17,34,0,33.333333
,66.666667,0,0,0.444444,0.471405,100,100,80.833088,80.833088,0,1.584963,1.584963,0,0,0,0,1,
17,1,34,0,0,0,0,0.333333,1,0.5,0.5,0.333333,0.333333,0.666667,0.666667,0.111111,0.333333,0.1
66667,0.5,0.166667,0.333333,0,0,0,0,1157,8434,5122,100,100,?
iris,2,weka.classifiers.rules.ZeroR,",48055541465867954,20140716.0732,99,51,17,34,0,33.333333
,66.666667,0,0,0.444444,0.471405,100,100,80.833088,80.833088,0,1.584963,1.584963,0,0,0,0,1,
17,1,34,0,0,0,0,0.333333,1,0.5,0.5,0.333333,0.333333,0.666667,0.666667,0.111111,0.333333,0.1
66667,0.5,0.166667,0.333333,0,0,0,0,1157,8434,5122,100,100,?
iris,3,weka.classifiers.rules.ZeroR,",48055541465867954,20140716.0732,99,51,17,34,0,33.333333
,66.666667,0,0,0.444444,0.471405,100,100,80.833088,80.833088,0,1.584963,1.584963,0,0,0,0,1,
17,1,34,0,0,0,0,0.333333,1,0.5,0.5,0.333333,0.333333,0.666667,0.666667,0.111111,0.333333,0.1
66667,0.5,0.166667,0.333333,0,0,0,0,1157,8434,5122,100,100,?
iris,4,weka.classifiers.rules.ZeroR,",48055541465867954,20140716.0732,99,51,17,34,0,33.333333
,66.666667,0,0,0.444444,0.471405,100,100,80.833088,80.833088,0,1.584963,1.584963,0,0,0,0,1,
17,1,34,0,0,0,0,0.333333,1,0.5,0.5,0.333333,0.333333,0.666667,0.666667,0.111111,0.333333,0.1
66667,0.5,0.166667,0.333333,0,0,0,0,1157,8434,5122,100,100,?
iris,5,weka.classifiers.rules.ZeroR,",48055541465867954,20140716.0732,99,51,17,34,0,33.333333
,66.666667,0,0,0.444444,0.471405,100,100,80.833088,80.833088,0,1.584963,1.584963,0,0,0,0,1,
17,1,34,0,0,0,0,0.333333,1,0.5,0.5,0.333333,0.333333,0.666667,0.666667,0.111111,0.333333,0.1
66667,0.5,0.166667,0.333333,0,0,0,0,1157,8434,5122,100,100,?
iris,6,weka.classifiers.rules.ZeroR,",48055541465867954,20140716.0732,99,51,17,34,0,33.333333
,66.666667,0,0,0.444444,0.471405,100,100,80.833088,80.833088,0,1.584963,1.584963,0,0,0,0,1,
17,1,34,0,0,0,0,0.333333,1,0.5,0.5,0.333333,0.333333,0.666667,0.666667,0.111111,0.333333,0.1
66667,0.5,0.166667,0.333333,0,0,0,0,1157,8434,5122,100,100,?
iris,7,weka.classifiers.rules.ZeroR,",48055541465867954,20140716.0732,99,51,17,34,0,33.333333
,66.666667,0,0,0.444444,0.471405,100,100,80.833088,80.833088,0,1.584963,1.584963,0,0,0,0,1,
17,1,34,0,0,0,0,0.333333,1,0.5,0.5,0.333333,0.333333,0.666667,0.666667,0.111111,0.333333,0.1
66667,0.5,0.166667,0.333333,0,0,0,0,1157,8434,5122,100,100,?
iris,8,weka.classifiers.rules.ZeroR,",48055541465867954,20140716.0732,99,51,17,34,0,33.333333
,66.666667,0,0,0.444444,0.471405,100,100,80.833088,80.833088,0,1.584963,1.584963,0,0,0,0,1,
17,1,34,0,0,0,0,0.333333,1,0.5,0.5,0.333333,0.333333,0.666667,0.666667,0.111111,0.333333,0.1
66667,0.5,0.166667,0.333333,0,0,0,0,1157,8434,5122,100,100,?
iris,9,weka.classifiers.rules.ZeroR,",48055541465867954,20140716.0732,99,51,17,34,0,33.333333
,66.666667,0,0,0.444444,0.471405,100,100,80.833088,80.833088,0,1.584963,1.584963,0,0,0,0,1,
17,1,34,0,0,0,0,0.333333,1,0.5,0.5,0.333333,0.333333,0.666667,0.666667,0.111111,0.333333,0.1
66667,0.5,0.166667,0.333333,0,0,0,0,1157,8434,5122,100,100,?

iris, 10,weka.classifiers.rules.ZeroR,",48055541465867954,20140716.0732,99,51,17,34,0,33.33333
3,66.666667,0,0,0.444444,0.471405,100,100,80.833088,80.833088,0,1.584963,1.584963,0,0,0,0,
1,17,1,34,0,0,0,0,0.333333,1,0.5,0.5,0.333333,0.333333,0.666667,0.666667,0.111111,0.333333,0
.166667,0.5,0.166667,0.333333,0,0,0,0,1157,8434,5122,100,100,?
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15. Perform Cross Validation of different algorithms of a DM functionality
Setting up a flow to load an ARFF file (batch mode) and perform a crossvalidation using J48.

* Click on the DataSources tab and choose ArffLoader from the toolbar (the mouse pointer will
change to a cross hairs).

* Next place the ArffLoader component on the layout area by clicking somewhere on the layout (a
copy of the ArffLoader icon will appear on the layout area).

* Next specify an ARFF file to load by first right clicking the mouse over the ArffLoader icon on the
layout. A pop-up menu will appear. Select Configure under Edit in the list from this menu and
browse to the location of your ARFF file.

* Next click the Evaluation tab at the top of the window and choose the ClassAssigner (allows you to
choose which column to be the class) component from the toolbar. Place this on the layout.

* Now connect the ArffLoader to the ClassAssigner: first right click over the ArffLoader and select
the dataSet under Connections in the menu. A rubber band line will appear. Move the mouse over
the ClassAssigner component and left click - a red line labeled dataSet will connect the two
components.

* Next right click over the ClassAssigner and choose Configure from the menu. This will pop up a
window from which you can specify which column is the class in your data (last is the default).

* Next grab a CrossValidationFoldMaker component from the Evaluation toolbar and place it on the
layout. Connect the ClassAssigner to the CrossValidationFoldMaker by right clicking over
ClassAssigner and selecting dataSet from under Connections in the menu.

* Next click on the Classifiers tab at the top of the window and scroll along the toolbar until you
reach the J48 component in the trees section. Place a J48 component on the layout.

Data Mining Lab Page 54



Choose”crossValidationResultProducer” from the result generator panel.

£ Weka Experiment Environment = &
5200 | Fun | Anslyse

Exparment Configuration Mode: T Smpke @ Advanozd

| Open... |1 Save... I (=
Cestnation
Choase | L S — arff |

Result generator

| weta EvvabiorCut 2 -W weka,=xperimeart ClassfiarSpltE vausar — W weka.classfiers.rles. Zerch -1 001 - |
[ Jy experiment
® AveragingResultProducer Distribube experment Generator properties
. =
® CropsakdstionspittReatirodurer
+-- @ DetabasefestProducer i@ By data get Sy run
® ExpldtTestsetResuFroducer
- @ LearningRateRzcuftFroducer
- @ RendomSpltResultProducer Custom ganerator frat

Disaied - Select property..,

it selected. . Dedete salacted

Can't edit

Cown

B @ 0 € - Y @|o]

Next, choose “DensityBasedClustererSplitEvaluator” as the split evaluator to use.

£ Weka Experiment Environment =& B
52D | Aun | Analse |
Experiment Configuration Made: ) Smpie @) Advenced
[ Oren... I e I Nes
Destnation
[Cl'mz |In!l;u|c:sl1:!ulLiﬂtntr0welm_ i 7.aff |
Result generator
[ chosse ) wekaguiGenericObjectEdi (] Besedustarerslivsiuator - i weka chisterers EM - 1100411 1,056 5 100 |
Funs weka imert.C lidz HProducer Gereralor propertiss
From: |1 | | Moot | i -
= 3 Dictied =)
Generales for gach un, camies oulan nold ooss-alidation, | pare
Teralion onfy uging the 3=t SpliEvaluator to genarats aome results.
(@ Daita sets
unFolds [ yeks |
Catasets a4 Ament -
L e:m aam;mersplmbam
s ; Ry || ——
ranOutput & CostSendfiveCassfierSoitEuabiator | Ef»ft--
T Use relafd erisityBasedduster er SpiiEvakiaton R—
_ spitEvaliator *- ® RegressionSpiitEvahiatur ehachis
Cpan.. "
— —
Can'tedt
u Doun
[ gee | Noles
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Once DensityBaseClusterSplitEvaluator has selected has been selected, you will notice that the

Generator properties have become disabled. Enable them again and expand splitEvaluator. Select
the clusterer node.

£J Weka Experiment Enviranment

o @ 8
Setup | Fun | Analyse
Expariment Con figura tion Made: " Simple @ Advarced
Cperl... I Save. Hew
Destnaton
Choasz  InstancesResultListensr <O weka S penmertbIB004E 7200825 15217 aff
Reault gensraion
Choose  Cr kP ol -2 A0-0 uiEuautortiut. Jp - weks Experimern.C o diator -- - weka dustensre BV - -1 100 -K -1 -M L.OE-5 -3 100
Rurs Dislrioute experiment Generator properfies
From: 1 To: 10 ] [ Hosts
L Enabied - | Sedect properhy. .
(@ By cata szt Byrn i
Theration gorbl Choose |nenimaiedl:luﬂeruspkﬂa ' |2 Selectapr. 1 100 -4 -1 4 1.0E-E -5 100 [~ acd
ensityBasediius pii T — (€55 10
(@ Data gate first 7 Custom generator frst U itEvaluabor - wak prprr—— LEE5 5 100
i--® numFods
bl ® ouputfic
~ . - i@ rawOutput
ek rew ., At seleche e soeicd =y spltEvaluator
T Use redstins paths o e

- @ removeclassCol

seect | | Ganerl |

Bl ¢ 0 e[J[®[=]0] :

Now you will see that EM becomes the default clustere and gets added to the list of schemes. You
can now add/delete other clusterers.

€ Weka Experiment Envimnment (=0 -8
Setun | Run | Anafse
[=xperiment Configuration Mode: 71 Simple i@ Advanced

| Open... | | Sae | New

Destinaton

| chosee i I weka arft

Aeault generator

Chagee | Lr er - 100 Cut.ap - weka, D == A wedia,Clusterars,EM -- -1 100-N-L -M L.0E-6 -5 100
Rung Distribute experment Generator propertes
From: |1 To: | 10 B Fiosts
Erchied =] sdlectproparty... |
Hvan L

Tteration contral Chocse E'l.-'.[lﬂD-!W-l-Ml.[E-ﬁ-S|m | Add
@ Dain sets frsi ) Custorn generator first G
Datnselz

[ Acdnew.... =ctes D=k

I sz relatie peths

i S Deleie Edit
Il Hates
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Once and experiment has been run

=
& Weka Boer

senp| Fun | anaiyse

o & =

| Elart

Stats
Hot ruming

You can analyze results in the analyses panel. In the comparison field you will need to scroll down
and select “humidity”

0 Wea Experiment Environment

Source

Got 10 results [ File... H Database... H Experiment

Configure test Test output

Testing ith |Paired T-Tester (corrected) | || Tester: weka.experiment. PairedCorrectedITester
" | | nalysing: Key Scheme options

Select rows and cols Datasets: 1

. ||Resultsets: 1
Comparison field | Scheme _options Confidence: 0.05 (two tailed)
Sorted by: -

Significance |0.05 Date: 6/10/14 2:17 MM

Sorting (asc.) by | <default> .

Show std. devigions [ (w/ /%)

s
Key:

Perfor st 0| Save Ut (1) weka.clusterers.EM '-I 100 - -1 -¥ 1.0E-6 -5 100" 8348121433212629475

Result list
(08:16:39 - Avalable resultsets
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16. To Plot Multiple ROC curves

The KnowledgeFlow can draw multiple ROC curves in the same plot window, something that the
Explorer cannot do. In this example we use J48 and RandomForest as classifiers.

* Click on the DataSources tab and choose ArffLoader from the toolbar (the mouse pointer will
change to a cross hairs).

* Next place the ArffLoader component on the layout area by clicking somewhere on the layout (a
copy of the ArffLoader icon will appear on the layout area).

* Next specify an ARFF file to load by first right clicking the mouse over the ArffLoader icon on the
layout. A pop-up menu will appear. Select Configure under Edit in the list from this menu and
browse to the location of your ARFF file.

* Next click the Evaluation tab at the top of the window and choose the ClassAssigner (allows you to
choose which column to be the class) component from the toolbar. Place this on the layout.

* Now connect the ArffLoader to the ClassAssigner: first right click over the ArffLoader and select
the dataSet under Connections in the menu. A rubber band line will appear. Move the mouse over
the ClassAssigner component and left click - a red line labeled dataSet will connect the two
components.

* Next right click over the ClassAssigner and choose Configure from the menu. This will pop up a
window from which you can specify which column is the class in your data (last is the default).

* Next choose the ClassValuePicker (allows you to choose which class label to be evaluated in the
ROC) component from the toolbar. Place this on the layout and right click over ClassAssigner and
select dataSet from under Connections in the menu and connect it with the ClassValuePicker.

* Next grab a CrossValidationFoldMaker component from the Evaluation toolbar and place it on the
layout. Connect the ClassAssigner to the CrossValidationFoldMaker by right clicking over
ClassAssigner and selecting dataSet from under Connections in the menu.

* Next click on the Classifiers tab at the top of the window and scroll along the toolbar until you
reach the J48 component in the trees section. Place a J48 component on the layout.

* Connect the CrossValidationFoldMaker to J48 TWICE by first choosing trainingSet and then
testSet from the pop-up menu for the CrossValidationFoldMaker.

* Repeat these two steps with the RandomForest classifier.

* Next go back to the Evaluation tab and place a ClassifierPerformanceEvaluator component on the
layout. Connect J48 to this component by selecting the batchClassifier entry from the pop-up menu
for J48. Add another ClassifierPerformanceEvaluator for RandomForest and connect them via
batchClassifier as well.

* Next go to the Visualization toolbar and place a ModelPerformanceChart component on the layout.
Connect both ClassifierPerformanceEvaluators to the ModelPerformanceChart by selecting the
thresholdData entry from the pop-up menu for ClassifierPerformanceEvaluator.

* Now start the flow executing by selecting Start loading from the pop-up menu for ArffLoader.
Depending on how big the data set is and how long cross validation takes you will see some
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animation from some of the icons in the layout. You will also see some progress information in the

Status bar and Log at the bottom of the window.

* Select Show plot from the popup-menu of the ModelPerformanceChart under the Actions section.

Go to weka knowledge flow environment.
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Here are the two ROC curves generated from the UCI dataset credit-g, evaluated on the class label
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17. To Process Data Incrementally

Some classifiers, clusterers and filters in Weka can handle data incrementally in a streaming
fashion. Here is an example of training and testing naive Bayes incrementally. The results are sent
to a TextViewer and predictions are plotted by a StripChart component.

Click on the DataSources tab and choose ArffLoader from the toolbar (the mouse pointer will
change to a cross hairs).

* Next place the ArffLoader component on the layout area by clicking some-where on the layout (a
copy of the ArffLoader icon will appear on the layout area).

* Next specify an ARFF file to load by first right clicking the mouse over the ArffLoader icon on the
layout. A pop-up menu will appear. Select Configure under Edit in the list from this menu and
browse to the location of your ARFF file.

* Next click the Evaluation tab at the top of the window and choose the ClassAssigner (allows you to
choose which column to be the class) component from the toolbar. Place this on the layout.

* Now connect the ArffLoader to the ClassAssigner: first right click over the ArffLoader and select
the dataSet under Connections in the menu. A rubber band line will appear. Move the mouse over
the ClassAssigner component and left click - a red line labeled dataSet will connect the two
components.

* Next right click over the ClassAssigner and choose Configure from the menu. This will pop up a
window from which you can specify which column is the class in your data (last is the default).

* Now grab a NaiveBayesUpdateable component from the bayes section of the Classifiers panel and
place it on the layout.

* Next connect the ClassAssigner to NaiveBayesUpdateable using a instance connection.

* Next place an IncrementalClassiferEvaluator from the Evaluation panel onto the layout and
connect NaiveBayesUpdateable to it using a incrementalClassifier connection.

* Next place a TextViewer component from the Visualization panel on the Layout. Connect the
IncrementalClassifierEvaluator to it using a text connection.

* Next place a StripChart component from the Visualization panel on the layout and connect
IncrementalClassifierEvaluator to it using a chart connection.

* Display the StripChart’s chart by right-clicking over it and choosing Show chart from the pop-up
menu. Note: the StripChart can be configured with options that control how often data points and
labels are displayed.

* Finally, start the flow by right-clicking over the ArffLoader and selecting Start loading from the
pop-up menu.
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Go to knowledgeflow environment.
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18. How to access a database using WEKA

Go to the Control Panel

Choose Adminstrative Tools

Choose Data Sources (ODBC)

At the User DSN tab, choose Add...

Choose database

Microsoft Access

Note: Make sure your database is not open in another application before following the steps below.
Choose the Microsoft Access driver and click Finish

Give the source a name by typing it into the Data Source Name field
In the Database section, choose Select...

Browse to find your database file, select it and click OK

Click OK to finalize your DSN

You will need to configure a file called DatabaseUtils.props. This file already exists under the path
weka/experiment/ in the weka.jar file (which is just a ZIP file) that is part of the Weka download. In
this directory you will also find a sample file for ODBC connectivity, called
DatabaseUtils.props.odbc, and one specifically for MS Access, called DatabaseUtils.props.msaccess
(>3.4.14, >3.5.8, >3.6.0), also using ODBC. You should use one of the sample files as basis for your
setup, since they already contain default values specific to ODBC access.

This file needs to be recognized when the Explorer starts. You can achieve this by making sure it is
in the working directory or the home directory (if you are unsure what the terms working directory
and home directory mean, see the \textit{Notes} section). The easiest is probably the second
alternative, as the setup will apply to all the Weka instances on your machine.

Just make sure that the file contains the following lines at least:
jdbcDriver=sun.jdbc.odbc.JdbcOdbcDriver

jdbcURL=jdbc:odbc:dbname

where dbname is the name you gave the user DSN. (This can also be changed once the Explorer is
running.)

Start up the Weka Explorer.

Choose Open DB...

The URL should read "jdbc:odbc:dbname" where dbname is the name you gave the user DSN.

Click Connect

Enter a Query, e.g., "select * from tablename" where tablename is the name of the database table
you want to read. Or you could put a more complicated SQL query here instead.

Click Execute
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When you're satisfied with the returned data, click OK to load the data into the Preprocess panel.
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Figure: Knowledge flow directed graph for C4.5 and K-Means.
Exercises on Knowledge FlowComponent of WEKA

I. Use Knowledge flow canvas and develop a directed graph for C4.5 execution
Goal: Setting up a flow to load an arff file (batch mode) and perform a cross validation using J48

(Weka's C4.5 implementation).

Steps to be done:

1. The Weka GUI Chooser window is used to launch Weka's graphical environments. Select the
button labeled "KnowledgeFlow" to start the KnowledgeFlow. Alternatively, you can launch the
KnowledgeFlow from a terminal window by typing "java weka.gui.beans.KnowledgeFlow".

2. First start the KnowlegeFlow.

3. Next click on the DataSources tab and choose "ArffLoader" from the toolbar (the mouse
pointer will change to a "cross hairs").

4. Next place the ArffLoader component on the layout area by clicking somewhere on the layout
(A copy of the ArffLoader icon will appear on the layout area).

S. Next specify an arff file to load by first right clicking the mouse over the ArffLoader icon on
the layout. A pop-up menu will appear. Select "Configure" under "Edit" in the list from this menu
and browse to the location of your arff file.

6. Next click the "Evaluation" tab at the top of the window and choose the "ClassAssigner"
(allows you to choose which column to be the class) component from the toolbar. Place this on the

layout.
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7. Now connect the ArffLoader to the ClassAssigner: first right click over the ArffLoader and
select the "dataSet" under "Connections" in the menu. A "rubber band" line will appear. Move the
mouse over the ClassAssigner component and left click - a red line labeled "dataSet" will connect
the two components.

8. Next right click over the ClassAssigner and choose "Configure" from the menu. This will pop
up a window from which you can specify which column is the class in your data (last is the
default).

9. Next grab a "CrossValidationFoldMaker" component from the Evaluation toolbar and place it
on the layout. Connect the ClassAssigner to the CrossValidationFoldMaker by right clicking over
"ClassAssigner" and selecting "dataSet" from under "Connections" in the menu.

10.  Next click on the "Classifiers" tab at the top of the window and scroll along the toolbar until
you reach the "J48" component in the "trees" section. Place a J48 component on the layout.

11. Connect the CrossValidationFoldMaker to J48 TWICE by first choosing "trainingSet" and
then "testSet" from the pop-up menu for the CrossValidationFoldMaker.

12. Next go back to the "Evaluation" tab and place a "ClassifierPerformanceEvaluator”
component on the layout. Connect J48 to this component by selecting the "batchClassifier" entry
from the pop-up menu for J48.

13. Next go to the "Visualization" toolbar and place a "TextViewer" component on the layout.
Connect the ClassifierPerformanceEvaluator to the TextViewer by selecting the "text" entry from the
pop-up menu for ClassifierPerformanceEvaluator.

14. Now start the flow executing by selecting "Start loading" from the pop-up menu for
ArffLoader. Depending on how big the data set is and how long cross validation takes you will see
some animation from some of the icons in the layout (J48's tree will "grow" in the icon and the ticks
will animate on the ClassifierPerformanceEvaluator). You will also see some progress information in
the "Status" bar and "Log" at the bottom of the window.

15. When finished you can view the results by choosing show results from the pop-up menu for
the TextViewer component.

II. Use Knowledge flow canvas and develop a directed graph for k-means execution

Exercises on Experimenter component of WEKA

1. Use experimenter to compare any two classifiers of your choice on iris dataset.
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Exercises from WEKA textbook
1) Weather.nominal.arff
What are the values that the attribute temperature can have?

Load a new dataset. Click the Open file button and select the file iris.arff. . How many instances
does this dataset have? How many attributes? What is the range of possible values of the attribute
petallength?

2) Weather.nominal.arff

What is the function of the first column in the Viewer window? What is the class value of instance
number 8 in the weather data?

Load the iris data and open it in the editor. How many numeric and how many nominal attributes
does this dataset have?

3) Load the weather.nominal dataset. Use the filter weka.unsupervised.instance.RemoveWithValues
to remove all instances in which the humidity attribute has the value high. To do this, first make
the field next to the Choose button show the text RemoveWithValues. Then click on it to get the
Generic Object Editor window, and figure out how to change the filter settings appropriately. Undo
the change to the dataset that you just performed, and verify that the data has reverted to its
original state.

4) Load the iris data using the Preprocess panel. Evaluate C4.5 on this data using (a) the training
set and (b) cross-validation. What is the estimated percentage of correct classifications for (a) and
(b)? Which estimate is more realistic? Use the Visualize classifier errors function to find the wrongly
classified test instances for the cross-validation performed in previous Exercise. What can you say
about the location of the errors?

S) Glass.arff

How many attributes are there in the dataset? What are their names? What is the class attribute?
Run the classification algorithm IBk (weka.classifiers.lazy.IBk). Use cross-validation to test its
performance, leaving the number of folds at the default value of 10. Recall that you can examine the
classifier options in the Generic Object Editor window that pops up when you click the text beside
the Choose button. The default value of the KNN field is 1: This sets the number of neighboring
instances to use when classifying.

0) Glass.arff

What is the accuracy of IBk (given in the Classifier Output box)? Run IBk again, but increase the
number of neighboring instances to k = 5 by entering this value in the KNN field. Here and
throughout this section, continue to use cross-validation as the evaluation method.

What is the accuracy of IBk with five neighboring instances (k = 5)?
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7) Ionosphere.arff

For J48, compare cross-validated accuracy and the size of the trees generated for (1) the raw data,
(2) data discretized by the unsupervised discretization method in default mode, and (3) data
discretized by the same method with binary attributes.

8) Apply the ranking technique to the labor negotiations data in labor.arff to determine the four
most important attributes based on information gain. On the same data, run CfsSubsetEval for
correlation-based selection, using the BestFirst search. Then run the wrapper method with J48 as
the base learner, again using the BestFirst search. Examine the attribute subsets that are output.
Which attributes are selected by both methods? How do they relate to the output generated by
ranking using information gain?

9) Run Apriori on the weather data with each of the four rule-ranking metrics, and default
settings otherwise. What is the top-ranked rule that is output for each metric?
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Exercises on Nearest Neighbor Learner

* We use a subset of the “Iris Plants Database” dataset (i.e., provided by WEKA, contained in the
“iris.aff” file).

* Each plant record (i.e., example) is represented by the 5 attributes.

- SepalLength - the plant’s sepal length in cm.

- SepalWidth - the plant’s sepal width in cm.

- PetalLength — the plant’s petal length in cm.

- PetalWidth - the plant’s petal width in cm.

- Class - the classification attribute, with the possible values {Iris-setosa, Iris-versicolor, Iris-

virginicaj}.
PlantID SepalLength | SepalWidth | PetalLength | PetalWidth Class
1 51 35 1.4 0.2 Iris-setosa
2 i 3.0 5.9 2.1 Iris-virginica
3 5.4 3.4 15 0.4 Iris-setosa
4 64 32 4.5 1.5 Iris-
versicolor
5 6.3 33 4.7 1.6 Iris-
versicolor
6 73 2.9 63 1.8 Iris-virginica
7 4.4 2.9 1.4 02 Iris-setosa
8 4.9 3.1 L5 0.1 Iris-setosa
9 5.8 2.8 5.1 2.4 Iris-virginica
10 5.6 i) 36 1:3 Iris-
versicolor
11 6.9 32 57 2.3 Iris-virginica
12 6.0 34 45 16 Iris-
versicolor
13 72 3.0 5.8 1.6 Iris-virginica
14 4.8 3.4 1.9 0.2 Iris-setosa
15 6.8 2.8 4.8 1.4 Iris-
versicolor

Exercises on Decision tree

* Let’s assume that we have collected the following data set of users who decided to buy a computer
and others who decided not.

* Each user record (i.e., example) is represented by the 5 attributes.

- Age, with the possible values {Young, Medium, Old}.

- Income, with the possible values {Low, Medium, High}.

- Student, with the possible values {Yes, No}.

- Credit_Rating, with the possible values {Fair, Excellent}.

- Buy_Computer - the classification attribute, with the possible values {Yes, No}.
UserID Age Income Student Credit_Rating Buy Computer

1 Young High No Fair No

2 Young High No Excellent No

3 Medium High No Fair Yes

4 Old Medium No Fair Yes

5 Old Low Yes Fair Yes

6 Old Low Yes Excellent No
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7 Medium Low Yes Excellent Yes

8 Young Medium No Fair No

9 Young Low Yes Fair Yes

10 Old Medium Yes Fair Yes

11 Young Medium Yes Excellent Yes
12 Medium Medium No Excellent Yes
13 Medium High Yes Fair Yes

14 Old Medium No Excellent No

15 Medium Medium Yes Fair No

16 Medium Medium Yes Excellent Yes
17 Young Low Yes Excellent Yes

18 Old High No Fair No

19 Old Low No Excellent No

20 Young Medium Yes Excellent Yes

* We want to predict, for each of the following users, if s/he will buy a computer or not.
- User #21. A young student with medium income and fair credit rating.

- User #22. A young non-student with low income and fair credit rating.

- User #23. A medium student with high income and excellent credit rating.

- User #24. An old non-student with high income and excellent credit rating.

Use the WEKA tool

* Convert the dataset containing 20 examples (i.e., Users #1-20) into the ARFF format (supported
by WEKA), and save it in the “buy_comp.arff” file.

* For each user in the set of Users #21-24, set the values of the Buy_Computer attribute by the
predictions computed manually in Part I. Convert the data of these four users into the ARFF format,
and save it in the “buy_comp_extra.arff” file.

¢ Launch the WEKA tool, and then activate the “Explorer” environment.

* Open the “buy_comp” dataset (i.e., saved in the “buy_comp.arff” file).

- For each attribute and for each of its possible values, how many instances in each class

have the feature value (i.e., the class distribution of the feature values)?

* Go to the “Classify” tab. Select the Id3 classifier. Choose “Percentage split” (66% for training) test
mode. Run the classifier and observe the results shown in the “Classifier output” window.

- How many instances used for the training? How many for the test?

- Does the test set currently used include the four instances of Users #21-247?

- How many instances are incorrectly classified?

- What is the MAE (mean absolute error) made by the learned DT?

Data Mining Lab Page 69



- What can you infer from the information shown in the Confusion Matrix?

- Visualize the errors made by the learned DT. In the plot, how can you differentiate

between the correctly and incorrectly classified instances? In the plot, how can you see

the detailed information of an incorrectly classified instance?

- How can you save the learned DT to a file?

- How can you visualize the structure of the learned DT?

* Now, in the “Test options” panel select the “Supplied test set” option. Activate the nearby “Set...”
button and locate the “buy_comp_extra.arff” file. Run the classifier and observe the results shown
in the “Classifier output” window.

- How many instances used for the training? How many for the test?

- Does the test set currently used include the four examples (i.e., Users #21-24)?

- In the “Classifier output” window, where you can find the information that says for which of the
four users (i.e., Users #21-24) the learned DT predicts correctly and for which others it predicts
incorrectly?

- What is the MAE (mean absolute error) made by the learned DT?
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Exercises on the WEKA tool

1. Launch the WEKA tool, and activate the Explorer environment.

2. Open the “weather.nominal” dataset

- How many instances (examples) contained in the dataset?

- How many attributes used to represent the instances?

- Which attribute is the class label?

- What is the data type (e.g., numeric, nominal, etc.) of the attributes in the dataset?

- For each attribute and for each of its possible values, how many instances in each class have the
attribute value (i.e., the class distribution of the attribute values)?

3. Go to the Classify tab. Select the ZeroR classifier. Choose the “Cross-validation” (10 folds) test
mode. Run the classifier and observe the results shown in the “Classifier output” window.

- How many instances are incorrectly classified?

- What is the MAE (mean absolute error) made by the classifier?

- What can you infer from the information shown in the Confusion Matrix?

- Visualize the classifier errors. In the plot, how can you differentiate between the correctly and
incorrectly classified instances? In the plot, how can you see the detailed information of an
incorrectly classified instance?

- How can you save the learned classifier to a file?

- How can you load a learned classifier from a file?

4. Choose the “Percentage split” (66% for training) test mode. Run the ZeroR classifier and observe
the results shown in the “Classifier output” window.

- How many instances are incorrectly classified? Why this number is smaller than that observed in
the previous experiment (i.e., using the cross-validation test mode)?

- What is the MAE made by the classifier?

- Visualize the classifier errors to see the detailed information.

5. Now, select the Id3 classifier (i.e., you can find this classifier in the weka.classifiers.trees group).
Choose the “Cross-validation” (10 folds) test mode. Run the Id3 classifier and observe the results
shown in the “Classifier output” window.

- How many instances are incorrectly classified?

- What is the MAE made by the classifier?

- Visualize the classifier errors.

- Compare these results with those observed for the ZeroR classifier in the cross-validation test
mode. Which classifier, ZeroR or Id3, shows a better prediction performance for the current dataset
and the cross-validation test mode?

6. Choose the “Percentage split” (66% for training) test mode. Run the Id3 classifier and observe the

results shown in the “Classifier output” window.
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- How many instances are incorrectly classified?

- What is the MAE made by the classifier?

- Visualize the classifier errors.

- Compare the results made by the Id3 classifier for the two considered test modes. In which test
mode, does the classifier produces a better result (i.e., a smaller error)?

- Which classifier, ZeroR or Id3, shows a better prediction performance for the current dataset and
the splitting test mode?

Exercises on the probabilistic models

* Let’s assume we have the following data set that recorded (i.e., in a period of 25 days)
whether or not a person played tennis depending on the outlook and wind conditions.
* Each instance (example) is represented by the three attributes.

o Outlook: a value of {Sunny, Overcast, Rain}.

o Wind: a value of {Weak, Strong}.

o PlayTennis: the classification attribute (i.e., Yes- the person plays tennis; No- the
person does not play tennis).

Date Outlook Wind PlayTennis

1 Sunny Weak No

2 Sunny Strong No

3 Overcast Weak Yes

4 Rain Weak Yes

S Rain Weak Yes

6 Rain Strong No

7 Overcast Strong Yes

8 Sunny Weak No

9 Sunny Weak Yes

10 Rain Weak Yes

11 Sunny Strong Yes

12 Overcast Strong Yes

13 Overcast Weak Yes

14 Rain Strong No

15 Sunny Strong Yes

16 Overcast Strong No

17 Overcast Weak Yes

18 Rain Weak No

19 Sunny Weak No

20 Rain Strong Yes

21 Sunny Weak Yes
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22 Overcast Weak No
23 Rain Weak Yes
24 Sunny Strong Yes
25 Overcast Weak No
* We want to predict if the person will play tennis in the three future days.
o Day 26: (Outlook=Sunny, Wind=Strong) — PlayTennis=?
o Day 27: (Outlook=Overcast, Wind=Weak) — PlayTennis="?
o Day 28: (Outlook=Rain, Wind=Weak) — PlayTennis=?
Classification / Prediction / Cluster analysis
The goal of this assignment is to review prediction mining principles and methods, cluster analysis
principles and methods, and to apply them to a dataset using Weka data mining tool.
Heart dataset
The first dataset studied is the cleveland dataset from UCI repository. This dataset describes
numeric factors of heart disease. It can be downloaded from
http:/ /www.cs.waikato.ac.nz/~ml/weka/index_datasets.html and is contained in the datasets-
numeric.jar archive.
Zoo dataset
The second dataset studied is the zoo dataset from UCI repository. This dataset describes animals
with categorical features. It can be downloaded from
http:/ /www.cs.waikato.ac.nz/~ml/weka/index_datasets.html and is contained in the datasets-
UCI.jar archive.
1. Prediction in Weka (100 points, 5 points per question)
The goal of this data mining study is to predict the severity of heart disease in the cleveland
dataset (variable num) based on the other attributes. Answer the following questions:
a. What types of variables are in this dataset (numeric / ordinal / categorical)?
b. Load the data in Weka Explorer. Select the Classify tab. How many different prediction

algorithms are available (under functions)?

C. Explain what is prediction in data mining.
d. Choose LinearRegression algorithm. Explain what is the principle of this algorithm.
e. Results of this algorithm can be interpreted in the following way. The first part of the output

represents the coefficients of the linear equation of the type

num = wo + wia; + ... + WrAk.

The numbers provided in front of each attribute axrepresent the wk. Based on this, interpret the
results you get from running LinearRegression on the dataset. What is the equation of the line
found?

f. The second part of the results states the correlation coefficient, which measures the

statistical correlation between the predicted and actual values (a coefficient of +1 indicates a perfect
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positive relationship, O indicates no linear relationship, and -1 indicates a perfect negative
relationship). Only positive correlations make sense in regression, and a coefficient above 0.5
signals a large correlational effect. The remaining figures are the mean absolute error (the average
prediction error), the root mean squared error (the square root of the mean squared error), which
is the most commonly used error measure, the relative absolute error (which compares this error
with the one obtained if the prediction had been the mean), the root relative squared error (the
square root of the error in comparison with the one obtained if the prediction had been the mean),
and the total number of instances considered.

The overall interpretation of these is the following: a prediction is good when the correlation
coefficient is as large as possible, and all the errors are as small as possible. These figures are used
to compare several prediction results. How do you evaluate the fit of the equation provided in e),

meaning how strong is this prediction?

g. It is also notable that an important figure is the square of the correlation coefficient (R2). In
statistical regression analysis, which invented this prediction method, the most used success
measures are R and R2. The latter represents the percentage of variation in the target figure
accounted for by the model. For example, if we want to predict a sales volume based on three
factors such as the advertising budget, the number of plays on the radio per week, and the
attractiveness of the band, and if we get a correlation coefficient R of 0.8, then we learn from the
model that R2= 64% of the variability in the outcome (the sales volume) is accounted for by the

three factors. How much of the variability of num can be predicted by the other attributes?

h. Are theses results compatible with the results of assignment #1, which used classification to

predict num?

Now compare these figures with the other classifiers provided in functions and fill-in the following

table (except the last line):

Method Correlation | Mean Root mean Relative Root relative

coefficient absolute | squared error | absolute squared error
error error

LinearRegression

SMOreg

MultilayerPerceptron

MultilayerPerceptron

(optimized)
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a. Which prediction method provides best results with this dataset?

b. Try using the other functions to calculate the same regression. What problem(s) are you
facing?

C. Explain what is logistic regression, and how it differs from linear regression.

d. Is in fact logistic regression a prediction method? If not, what kind of data mining method is

logistic regression?

e. In the MultilayerPerceptron function, how many input nodes does this multiplayer
perceptron have?

f. In the MultilayerPerceptron function, how many output nodes does this multiplayer
perceptron have?

g. In the MultilayerPerceptron function, how many hidden layers does this multiplayer
perceptron have?

h. After choosing GUI in the panel of MultilayerPerceptron options, paste here a screenshot of
the graphical representation of this neural network.

i What is its learning rate?

j- By changing the MultilayerPerceptron parameters, what is the configuration for the best
results you get?

k. What best prediction results do you get (fill in the table above)?

2. Clustering in Weka

The goal of this data mining study is to find groups of animals in the zoo dataset, and to check

whether these groups correspond to the real animal types in the dataset.

a. What types of variables are in this dataset?

b. How many rows / cases are there?

c. How many animal types are represented in this dataset? List them here.

d. After removing the type attribute, go to the Cluster tab. How many clustering algorithms are

available in Weka?

e. List the clustering algorithms seen in class, and map these to the ones provided in Weka.

f. Start using the SimpleKMeans clusterer choosing 7 clusters. Do the clusters learnt and their
centroids seem to match the animal types?

g. Compare results with EM clusterer (with 7 clusters), MakeDensityBasedClusterer,
FarthestFirst (with 7 clusters), and Cobweb. Which algorithm seems to provide the best clustering
match for this dataset?

h. Explain the principles of SimpleKMeans, EM, MakeDensityBasedClusterer, and Cobweb
clustering algorithms.

i. Are results easy to interpret, even with the tree visualizations provided?

j- What would make it easier to evaluate the usefulness of the clusters found?
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a. List some animals that are misclassified, meaning classified in a cluster that does not
correspond to their actual type, for instance a mammal clustered with fish, or a reptile clustered
with amphibian.

b. By modifying the selected parameters, improve the classification, explain which modifications
you made, and paste here the resulting dendrogram.

Case Study 3

In this assignment, you have to compare the performance of four classification approaches (simply
compare the accuracy of the approaches):

Decision Trees

Ripper (Rule Learning system (JRip in WEKA)

SVMs (Not in WEKA? If not use SVMLight or the like)

Decision Trees with AdaBoost
on three different data sets from UCI, or from other sources of your choice.

Data Preprocessing with Weka

The goal of this case study is to investigate how to preprocess data using Weka data mining

tool.

This assignment will be using Weka data mining tool. Weka is an open source Java development
environment for data mining from the University of Waikato in New Zealand. It can be
downloaded freely from http://www.cs.waikato.ac.nz/ml/weka/, Weka is really an asset for
learning data mining because it is freely available, students can study how the different data mining
models are implemented, and develop customized Java data mining applications. Moreover, data
mining results from Weka can be published in the most respected journals and conferences, which
make it a de facto developing environment of choice for research in data mining, where researchers

often need to develop new data mining methods.

Heart disease datasets

The dataset studied is the heart disease dataset from UCI repository (datasets-UCl.jar). Two
different datasets are provided: heart-h.arff (Hungarian data), and heart-c.arff (Cleveland data).
These datasets describe factors of heart disease. They can be downloaded from:

http:/ /www.cs.waikato.ac.nz/~ml/weka/index_datasets.html.

The machine mining project goal is to better understand the risk factors for heart disease, as
represented in the 14th attribute: num (<50 means no disease, and values <50-1 to <50-4 represent

increasing levels of heart disease).

The question on which this machine learning study concentrates is whether it is possible to predict

heart disease from the other known data about a patient. The data mining task of choice to answer
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this question will be classification/prediction, and several different algorithms will be used to find
which one provides the best predictive power.

1. Data preparation- integration

We want to merge the two datasets into one, in a step called data integration. Revise arff notation

from the tutorial, which is Weka data representation language. Answer the following questions:

a. Define what data integration means.

b. Is there an entity identification or schema integration problem in this dataset? If yes, how
to fix it?

C. Is there a redundancy problem in this dataset? If yes, how to fix it?

d. Are there data value conflicts in this dataset? If yes, how to fix it?

e. Integrate the two datasets into one single dataset, which will be used as a starting point for

the next questions, and load it in the Explorer. How many instances do you have? How many
attributes?

f. Paste a screenshot of the Explorer window.

2. Descriptive data summarization

Before preprocessing the data, an important step is to get acquainted with the data — also called
data understanding in CRISP-DM.

a. Stay in the Preprocess tab for now. Study for example the age attribute. What is its mean?

Its standard deviation? Its min and max?

b. Provide the five-number summary of this attribute. Is this figure provided in Weka?
C. Specify which attributes are numeric, which are ordinal, and which are categorical/nominal.
d. Interpret the graphic showing in the lower right corner of the Explorer. How can you name

this graphic? What do the red and blue colors mean (pay attention to the pop-up messages that

appear when dragging the mouse over the graphic)? What does this graphic represent?

e. Visualize all the attributes in graphic format. Paste a screenshot.
f. Comment on what you learn from these graphics.
g. Switch to the Visualize tab. What is the term used in the textbook to name the series of

boxplots represented? By selecting the maximum jitter, and looking at the num column - the last
one — can you determine which attributes seem to be the most linked to heart disease? Paste the
boxplot representing the attribute you find the most predictive of heart disease (Y) as a function of
num (X).

h. Does any pair of different attributes seem correlated?

3. Data preparation - selection

The datasets studied have already been processed by selecting a subset of attributes relevant for the
data mining project.

a. From the documentation provided in the dataset, how many attributes were originally in

these datasets?
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b. With Weka, attribute selection can be achieved either from the specific Select attributes tab,
or within Preprocess tab. List the different options in Weka for selecting attributes, with a short
explanation about the corresponding method.

C. In comparison with the methods for attribute selection detailed in the textbook, are any
missing? Are any provided in Weka not provided in the textbook?

4. Data preparation - cleaning

Data cleaning deals with such defaults of real-world data as incompleteness, noise, and
inconsistencies. In Weka, data cleaning can be accomplished by applying filters to the data in the
Preprocess tab.

a. Missing values. List the methods seen in class for dealing with missing values, and which
Weka filters implement them - if available. Remove the missing values with the method of your
choice, explaining which filter you are using and why you make this choice. If a filter is not
available for your method of choice, develop a new one that you add to the available filters as a Java
class.

b. Noisy data. List the methods seen in class for dealing with noisy data, and which Weka
filters implement them - if available.

C. Outlier detection. List the methods seen in class for detecting outliers. How would you
detect outliers with Weka? Are there any outliers in this dataset, and if yes, list some of them.

d. Save the cleaned dataset into heart-cleaned.arff, and paste here a screenshot showing at
least the first 10 rows of this dataset — with all the columns.

5. Data preparation - transformation

Among the different data transformation techniques, explore those available through the Weka
Filters. Stay in the Preprocess tab for now. Study the following data transformation only:

a. Attribute construction - for example adding an attribute representing the sum of two other
ones. Which Weka filter permits to do this?

b. Normalize an attribute. Which Weka filter permits to do this? Can this filter perform Min-
max normalization? Z-score normalization? Decimal normalization? Provide detailed information
about how to perform these in Weka.

c. Normalize all real attributes in the dataset using the method of your choice — state which one
you choose.

d. Save the normalized dataset into heart-normal.arff, and paste here a screenshot showing at
least the first 10 rows of this dataset — with all the columns.

6. Data preparation- reduction

Often, data mining datasets are too large to process directly. Data reduction techniques are used to
preprocess the data. Once the data mining project has been successful on these reduced data, the

larger dataset can be processed too.
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a. Stay in the Preprocess tab for now. Beside attribute selection, a reduction method is to select
rows from a dataset. This is called sampling. How to perform sampling with Weka filters? Can it
perform the two main methods: Simple Random Sample Without Replacement, and Simple
Random Sample With Replacement?

The KDD Process in Weka

Heart disease datasets

The dataset studied is the heart disease dataset from UCI repository. Two different datasets are
provided: heart-h.arff (Hungarian data), and heart-c.arff (Cleveland data). These datasets
describe factors of heart disease. Both these data sets are available to you on the assignment page.
The data mining project goal is to better understand the risk factors for heart disease, as
represented in the 14th attribute: num (<50 means no disease, and values <50-1 to <50-4 represent
increasing levels of heart disease).

The question on which this machine learning study concentrates is whether it is possible to predict
heart disease from the other known data about a patient. The data mining task of choice to
answer this question will be classification/prediction, and several different algorithms will be used
to find which one provides the best predictive power. However this exercise focuses on the various
aspects of the KDD process.

1. Data preparation- integration

We want to merge the two datasets into one, in a step called data integration. Revise arff notation
from the tutorial, which is Weka data representation language. Answer the following questions:

a. Define what data integration means. (in your own words)

b. Is there an entity identification or schema integration problem in this dataset? If yes, how to
fix it?

c. Is there a redundancy problem in this dataset? If yes, how to fix it?

d. Are there data value conflicts in this dataset? If yes, how to fix it?

e. Integrate the two datasets into one single dataset, which will be used as a starting point for the
next questions, and load it in the Explorer. How many instances do you have? How many
attributes? (You could do this using Excel or spreadsheet programs. First, save your individual files
as “csv” files in weka, Open them in a spreadsheet viewing program. Copy the rows from one file to
another. Save the merged file (csv). Open it in weka and save it as “csv”. Take care of the above
questions. Think about rectifying potential problems.

f. Paste a screenshot of the Explorer window.

2. Descriptive data summarization

Before preprocessing the data, an important step is to get acquainted with the data — also called
data understanding.

a. Stay in the Preprocess tab for now. Study for example the age attribute. What is its mean?

What are its standard deviation, Min and max?
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b. Provide the five-number summary of this attribute. Is this figure provided in Weka? This is min,
max, median, lower 25% quartile and upper 25% quartile.

c. Specify which attributes is numeric, which are ordinal, and which are categorical /nominal.

d. Interpret the graphic showing in the lower right corner of the Explorer. How can you name this
graphic? What do the red and blue colors mean (pay attention to the pop-up messages that appear
when dragging the mouse over the graphic)?

What does this graphic represent?

e. Visualize all the attributes in graphic format. Paste a screenshot.

f. Comment on what you learn from these graphics.

g. Switch to the Visualize tab. By selecting the maximum jitter, and looking at the num column —
the last one — can you determine which attributes seem to be the most linked to heart disease?
Paste the boxplot representing the attribute you find the most predictive of heart disease (Y) as a
function of num (X).

h. Does any pair of different attributes seem correlated?

3. Data preparation - selection

The datasets studied have already been processed by selecting a subset of attributes relevant for the
data mining project.

a. From the documentation provided in the dataset, how many attributes were originally in these
datasets?

b. With Weka, attribute selection can be achieved either from the specific Select attributes tab, or
within Preprocess tab. List the different options in Weka for selecting attributes, with a short
explanation about the corresponding method.

4. Data preparation - cleaning

Data cleaning deals with such defaults of real-world data as incompleteness, noise, and
inconsistencies. In Weka, data cleaning can be accomplished by applying filters to the data in the
Preprocess tab.

a. Missing values. List the methods seen in class for dealing with missing values, and which Weka
filters implement them - if available. Remove the missing values with the method of your choice,
explaining which filter you are using and why you make this choice.

b. Noisy data. List the methods seen in class for dealing with noisy data, and which Weka filters
implement them - if available.

c. Save the cleaned dataset into heart-cleaned.arff, and paste here a screenshot showing at least
the first 10 rows of this dataset — with all the columns.

5. Data preparation - transformation

1. Among the different data transformation techniques, explore those available through the Weka

Filters. Stay in the Preprocess tab for now. Study the following data transformation only:
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a. Attribute construction — for example adding an attribute representing the sum of two other
ones. Which Weka filter permits to do this?
b. Normalize an attribute. Which Weka filter permits to do this? Can this filter perform Min-max
normalization? Z-score normalization? Decimal normalization? Provide detailed information about
how to perform these in Weka.
c. Normalize all real attributes in the dataset using the method of your choice — state which one
you choose.
d. Save the normalized dataset into heart-normal.arff, and paste here a screenshot showing at
least the first 10 rows of this dataset — with all the columns.
6. Data preparation- reduction
Often, data mining datasets are too large to process directly. Data reduction techniques are used to
preprocess the data. Once the data mining project has been successful on these reduced data, the
larger dataset can be processed too.
a. Stay in the Preprocess tab for now. Beside attribute selection, a reduction method is to select
rows from a dataset. This is called sampling. How to perform sampling with Weka filters? Can it
perform the two main methods: Simple Random Sample Without Replacement, and Simple
Random Sample With Replacement?

Association Rules
APRIORI works with categorical values only. Therefore we will use a different dataset called "adult";
This dataset contains census data about 48842 US adults. The aim is to predict whether their
income exceeds $50000. The dataset is taken from the Delve website, and originally came from the
UCI Machine Learning Repository. More information about it is available in the original UCI
Documentation.
Download a copy of adult.arff and load it into Weka.
This dataset is not immediately ready for use with APRIORI. First, reduce its size by taking a
random sample. You can do this with the 'ResampleFilter' in the preprocess tab sheet: click on the
label wunder ‘'Filters', choose 'ResampleFilter' from the drop down menu, set the
'sampleSizePercentage' (to 15 eg), click 'OK' and 'Add', and click 'Apply Filters'. The 'Working
relation' is now a subsample of the original adult dataset. Now we have to get rid of the numerical
attributes. You can choose to discard them, or to discretise them. We will discretise the first
attribute (‘age'): choose the 'DiscretizeFilter', set 'attributelndices' to 'first', bins to a low number,
like 4 or 5, and the other options to 'False'. Then add this new filter to the others. We will get rid of
the other numerical attributes: choose an 'AttributeFilter', set 'invertSelection' to 'False', and enter
the indices of the remaining numeric attributes (3,5,11-13). Apply all the filters together now. Then

click on 'Replace' to make the resulting 'Working relation' the new 'Base relation'.
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Now go to the 'Associate' tab sheet and click under 'Associator'. Set 'numRules' to 25, and keep the
other options on their defaults. Click 'Start' and observe the results. What do you think about these
rules? Are they useful?

From the previous, it is obvious that some attributes should not be examined simultaneously
because they lead to trivial results. Go back to the 'Preprocess' sheet. If you have replaced the
original 'Base relation' by the 'Working relation', you can include and exclude attributes very easily:
delete all filters from the 'Filters' window, then remove the check mark next to the attributes you
want to get rid of and click 'Apply Filters'. You now have a new 'Working relation'. Try to remove
different combinations of the attributes that lead to trivial association rules. Run APRIORI several
times and look for interesting rules. You will find that there is often a whole range of rules which
are all based on the same simpler rule. Also, you will often get rules that don't include the target
class. This is why in most cases you would use APRIORI for dataset exploration rather than for
predictive modelling.

Exercise 2

Association analysis is concerned with discovering interesting correlations or other relationships
between variables in large databases. We are interested into relationships between features
themselves, rather than features and class as in the standard classification problem setting. Hence
searching for association patterns is no different from classification except that instead of predicting

just the class, we try to predict arbitrary attributes or attribute combinations.

1. Fire up Weka software, launch the explorer window and select the \Preprocess" tab. Open the
weather.nominal data-set (\weather.nominal.arff", this should be in the ./data/ directory of the

Weka install).

2. Often we are in search of discovering association rules showing attribute-value conditions that
occur frequently together in a given set of data, such as; buys(X, computer") & buys(X, \scanner") =)
buys (X, \printer") [support = 2%, confidence = 60%]. Where confidence and support are measures of
rule interestingness. A support of 2% means that 2% of all transactions under analysis show that
computer, scanner and printer are purchased together. A confidence of 60% means that 60% of the
customers who purchased a computer and a scanner also bought a printer. We are interested into
association rules that apply to a reasonably large number of instances and have a reasonably high

accuracy on the instances to which they apply.

Weka has three build-in association rule learners. These are, \Apriori", \Predictive Apriori" and
\Tertius", however they are not capable of handling numeric data. Therefore in this exericse we use

weather data.
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(a) Select the \Associate" tab to get into the Association rule mining perspective of Weka. Under

\Associator" select and run each of the following \Apriori", \Predictive Apriori" and \Tertius".
Briefly inspect the output produced by each Associator and try to interpret its meaning.

(b) In association rule mining the number of possible association rules can be very large even with
tiny datasets, hence it is in our best interest to reduce the count of rules found, to only the most

interesting ones. This is usually achieved by setting minimum thresh-

olds on support and confidence values. Still in the \Associate" view, select the \Apriori" algorithm
again, click on the textbox next to the \Choose" button and try, in turn, different values for the
following parameters \lowerBoundMinSupport" (min threshold for support), \minMetric" (min
threshold for confidence). As you change these parameter values what do you notice about the rules
that are found by the associator? Note that the parameter \numRules" limits the maximum number

of rules that the associator looks for, you can try changing this value.

(c) This time run the Apriori algorithm with the \outputltemSets" parameter set to true. You will
notice that the algorithm now also outputs a list of \Generated sets of large itemsets:" at di_erent
levels. If you have the module's Data Mining book by Witten & Frank with you, then you can
compare and contrast the Apriori associator's output with the association rules on pages 114-116. 1
also strongly recommend to read through chapter 4.5 in your own time, while playing with the
weather data in Weka, this chapter gives a nice & easy introduction to association rules. Notice in
particular how the item sets and association rules compare with Weka and tables 4.10-4.11 in the

book.

(d) Compare the association rules output from Apriori and Tertius (you can do this by navigating

through the already build associator models in the \Result list" on the right side of the screen).

Make sure that the Apriori algorithm shows at least 20 rules. Think about how the association rules

generated by the two different methods compare to each other?

Something to always remember with association rules, is that they should not be used for
prediction directly, that is without further analysis or domain knowledge, as they do not necessarily

indicate causality.

They are however a very helpful starting point for further exploration and for building a better

understanding of our data.

As you should certainly know by this point, in order to identify associations between parameters a

correlation matrix and scatter plot matrix can be very useful fs.
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Exercise 3: Boolean association rule mining in Weka

The dataset studied is the weather dataset from Weka’s data folder

The goal of this data mining study is to find strong association rules in the weather.nominal

dataset. Answer the following questions:
a. What type of variables are in this dataset (numeric / ordinal / categorical) ?

b. Load the data in Weka Explorer. Select the Associate tab. How many different association

rule mining algorithms are available?

C. Choose Apriori algorithm with the following parameters (which you can select by clicking on
the chosen algorithm: support threshold = 15% (lowerBoundMinSupport = 0.15), confidence
threshold = 90% (metricType = confidence, minMetric = 0.9), number of rules = 50 (numRules = 50).
After starting the algorithm, how many rules do you find? Could you use the regular weather

dataset to get the results? Explain why.
d. Paste a screenshot of the Explorer window showing at least the first 20 rules.

e. Define the concepts of support, confidence, and lift for a rule. Write here the first rule
discovered. What is its support? Its confidence? Interpret the meaning of these terms and this rule

in this particular example.

f. Apriori algorithm generates association rules from frequent itemsets. How many itemsets of
size 4 were found? Which rule(s) have been generated from itemset of size 4 (temperature=mild,

windy=false, play=yes, outlook=rainy)? List their numbers in the list of rules.

Prediction: Linear regression

Linear Regression can be very useful in association analysis of numerical values, in fact regression
analysis is a powerful approach to modeling the relationship between a dependent and independent
variables. Simple regression is when we predict from one independent variable and multiple
regression is when we predict from more than one independent variables. The model we attempt to
_t is a linear one which is, very simply, drawing a line through the data. Of all the lines that can
possibly be drawn through the data, we are looking for the one that best fits the data. In fact, we

look to find a line that best satisfies
y=p0+pBlx+e

So a most accurate model is that which yields a best fit line to the data in question, we are looking

for minimal sum of squared deviations between actual and fitted values, this is called method of
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least squares. So now that we have briefly reminded ourselves of the very basics of regression lets

directly move onto an example in Weka.
Exercise 1

(a) In Weka go back to the \Preprocess" tab. Open the iris data-set (\iris.tar_", this should be in the
./data/ directory of the Weka install).

(b) In the \Attributes" section (bottom left of the screen) select the \class" feature and click

\Remove". We need to do this, as simple linear regression cannot deal with non numeric values.

(c) Next select the \Classify" tab to get into the Classification perspective of Weka, and choose

\LinearRegression" (under \functions").

(d) Clicking on the textbox next to the \Choose" button brings up the parameter editor window.
Click on the \More" button to get information about the parameters. Make sure that
\attributeSelectionMethod" is set to \No attribute selection" and “\eliminate-ColinearAttributes" is

set to \False".

(e) Finally make sure that you select the parameter “\petalwidth" in the dropdown box just under

the “\Test Options". Hit Start to run the regression.

Inspect the results, in particular pay attention to the Linear Regression Model formula returned,
and the coefficients and intercept of the straight line equation. As this is a numeric
prediction/regression problem, accuracy is measured with Root Mean Squared Error, Mean
Absolute Error and the likes. As most of you will have clearly noticed, you can repeat this process
for regressing the other features in turn, and compare how well the different features can be

predicted.

Exercise 2

¢ Launch the WEKA tool, and then activate the “Explorer” environment.
* Open the “cpu” dataset (i.e., contained in the “cpu.arff” file).

- For each attribute and for each of its possible values, how many instances in each class have the

feature value (i.e., the class distribution of the feature values)?

* Go to the “Classify” tab. Select the SimpleLinearRegression learner. Choose “Percentage split”
(66% for training) test mode. Run the classifier and observe the results shown in the “Classifier

output” window.

- Write down the learned regression function.
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- What is the MAE (mean absolute error) made by the learned regression function?

- Visualize the errors made by the learned regression function. In the plot, how can you see the
detailed information of a predicted instance?

* Now, in the “Test options” panel select the “Cross-validation” option (10 folds). Run the classifier
and observe the results shown in the “Classifier output” window.

- Write down the learned regression function.

- What is the MAE (mean absolute error) made by the learned regression function?

- Visualize the errors made by the learned regression function. In the plot, how can you see the
detailed information of a predicted instance?

Interpreting Weka Output

Below is the output from Weka when using the weka.classifiers.trees.J48 classifier with the file
$WEKAHOME /data/iris.arff as a training file and no testing file. I.e. using the command:

java weka.classifiers.trees.J48 -t SWEKAHOME /data/iris.arff

In square brackets ([,]) there are comments on how to interpret the output.

J48 pruned tree

petalwidth <= 0.6: Iris-setosa (50.0)

petalwidth > 0.6

| petalwidth <= 1.7

| | petallength <=4.9: Iris-versicolor (48.0/1.0)

| | petallength >4.9

| | | petalwidth <= 1.5: Iris-virginica (3.0)

| | | petalwidth > 1.5: Iris-versicolor (3.0/1.0)

| petalwidth > 1.7: Iris-virginica (46.0/1.0)

Number of Leaves : 5

Size of the tree : 9

[ Above is the decision tree constructed by the J48 classifier. This indicates how the classifier uses
the attributes to make a decision. The leaf nodes indicate which class an instance will be assigned
to should that node be reached. The numbers in brackets after the leaf nodes indicate the number
of instances assigned to that node, followed by how many of those instances are incorrectly
classified as a result. With other classifiers some other output will be given that indicates how the

decisions are made, e.g. a rule set. Note that the tree has been pruned. An unpruned tree and be

produced by using the "-U" option. ]

Time taken to build model: 0.05 seconds
Time taken to test model on training data: 0.01 seconds

=== Error on training data ===
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Correctly Classified Instances 147 98 %

Incorrectly Classified Instances 3 2 %
Kappa statistic 0.97

Mean absolute error 0.0233

Root mean squared error 0.108

Relative absolute error 5.2482 %

Root relative squared error 22.9089 %

Total Number of Instances 150

[ This gives the error levels when applying the classifier to the training data it was constructed from.
For our purposes the most important figures here are the numbers of correctly and incorrectly
classified instances. With the exception of the Kappa statistic, the remaining statistics compute

various error measures based on the class probabilities assigned by the tree. |
=== Confusion Matrix ===

a b c <--classified as

50 0 0| a=Iris-setosa

049 1| b =Iris-versicolor

0 248 | c = Iris-virginica

[ This shows for each class, how instances from that class received the various classifications. E.g.

for class "b", 49 instances were correctly classified but 1 was put into class "c". ]

=== Stratified cross-validation ===

Correctly Classified Instances 144 96 %
Incorrectly Classified Instances 6 4 %
Kappa statistic 0.94

Mean absolute error 0.035

Root mean squared error 0.1586

Relative absolute error 7.8705 %

Root relative squared error 33.6353 %

Total Number of Instances 150
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[ This gives the error levels during a 10-fold cross-validation. The "-x" option can be used to specify
a different number of folds. The correctly/incorrectly classified instances refers to the case where
the instances are used as test data and again are the most important statistics here for our

purposes. |

=== Confusion Matrix ===
a b ¢ <--classified as

49 1 O | a =Iris-setosa
047 3 | b =Iris-versicolor
0 248 | c = Iris-virginica

[ This is the confusion matrix for the 10-fold cross-validation, showing what classification the
instances from each class received when it was used as testing data. E.g. for class "a" 49 instances

were correctly classified and 1 instance was assigned to class "b". |

Classification Exercises

Exercise 1.

1. Fire up the Weka (Waikato Environment for Knowledge Analysis) soft-

ware, launch the explorer window and select the \Preprocess" tab. Open the iris data-set (\iris.ar_",
this should be in the ./data/ directory of the Weka install).

2. Select the \Classify" tab. Under the \Test options" section you have four different testing options.
How do each (we cannot use \supplied test set" option as we have no applicable _le) of these options
select the training/testing? Which testing mode do you think will perform best? (the
ExplorerGuide.pdf', in the ./ directory of the Weka install may help).

3. Under \Classifier" select \MultilayerPerceptron". What type of classifier is this? How does this
classifier work? What main parameters can be specified for this classifier?

4. Under \Test options" select \Use training set" and under \More options" check \Output
predictions". Now click \Start" to start training the model. You should see a stream of output
appear in the window named \Classifier output". What do each of the following sections tell you
about the model?

(a) \Predictions on ..."

(b) \Summary"

(c) \Detailed accuracy by class"

(d) \Confusion matrix"
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S. Under \Results list" you should see your model, right click on it and select \Visualise classifier
errors’, points marked with a square are errors i.e. incorrectly classified. How do you think the
classifier performed on the test data?

6. Under \Test options" vary the option selected i.e. \cross-validation" or \percentage" and their
parameters i.e. \folds" and \%". Then start the training phase again for each model. For each model
analyse the classifier output and visualise the classifier errors. How do the different training
techniques affect the model? Which technique performed the

best? How does this compare to your initial prediction in 4?

7. Repeat the exercise 6 with the \J48" (Decision Tree) and \RBFNetwork" classifiers. How do these
compare to each other? How do these compare to the MultilayerPerceptron"?

Classification

1. The distinct stages of designing a classification model are outlined below:

_ Collect your raw data

_ Clean your data (e.g. outlier removal, missing data removal etc.)

_ Preprocess the data (e.g. normalization, standardization, etc.)

_ Determine the type of problem (i.e. classification or regression)

_ Pick an appropriate classifier (e.g. multilayer perceptron, decision tree,
linear regression, etc.)

_ Choose some default parameters for the classifier, the choice of classifier
and parameters constitute your model

2. Pick a training/testing strategy (e.g. percentage split, cross-validation etc.)
_ Train the classifer using your training/testing strategy

_ Analyse the performance of your model

_ If your results are unsatisfactory consider altering your model (i.e.
changing the classifer, its parameters, and/or your training/testing

strategy) and re- training/testing

_ If your results are satisfactory validate your model on an unseen set of cleaned and preprocessed

data.
Clustering

1) Clustering using K-Means

Get to the Weka Explorer environment and load the training file using the Preprocess mode. Try
first with weather.arff. Get to the Cluster mode (by clicking on the Cluster tab) and select a
clustering algorithm, for example SimpleKMeans. Then click on Start and you get the clustering
result in the output window. The actual clustering for this algorithm is shown as one instance for
each cluster representing the cluster centroid.
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Scheme: weka.clusterers.SimpleKMeans -N 2 -S 10
Relation: weather
Instances: 14
Attributes: 5
outlook
temperature
humidity
windy
play
Test mode: evaluate on training data

=== Clustering model (full training set) ===
kMeans

Number of iterations: 4

Within cluster sum of squared errors: 16.156838252701938
Cluster centroids:

Cluster O

Mean/Mode: rainy 75.625 86 FALSE yes

Std Devs: N/A 6.5014 7.5593 N/A N/A

Cluster 1

Mean/Mode: sunny 70.8333 75.8333 TRUE yes

Std Devs: N/A 6.1128 11.143 N/A N/A

=== Evaluation on training set ===

kMeans

Number of iterations: 4

Within cluster sum of squared errors: 32.31367650540387
Cluster centroids:

Cluster O

Mean/Mode: rainy 75.625 86 FALSE yes

Std Devs: N/A 6.5014 7.5593 N/A N/A

Cluster 1

Mean/Mode: sunny 70.8333 75.8333 TRUE yes

Std Devs: N/A 6.1128 11.143 N/A N/A

Clustered Instances

0 8 (37%)
1 6 (43%)
Evaluation

The way Weka evaluates the clusterings depends on the cluster mode you select. Four different
cluster modes are available (as buttons in the Cluster mode panel):

1. Use training set (default). After generating the clustering Weka classifies the training
instances into clusters according to the cluster representation and computes the percentage
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of instances falling in each cluster. For example, the above clustering produced by k-means
shows 43% (6 instances) in cluster O and 57% (8 instances) in cluster 1.

2. In Supplied test set or Percentage split Weka can evaluate clusterings on separate
test data if the cluster representation is probabilistic (e.g. for EM).

3. Classes to clusters evaluation. In this mode Weka first ignores the class attribute
and generates the clustering. Then during the test phase it assigns classes to the clusters,
based on the majority value of the class attribute within each cluster. Then it computes the
classification error, based on this assignment and also shows the corresponding confusion
matrix. An example of this for k-means is shown below.

Scheme: weka.clusterers.SimpleKMeans -N 2 -S 10
Relation:  weather
Instances: 14
Attributes: 5
outlook
temperature
humidity
windy
Ignored:
play
Test mode: Classes to clusters evaluation on training data

=== Clustering model (full training set) ===

kMeans

Number of iterations: 4

Within cluster sum of squared errors: 11.156838252701938
Cluster centroids:

Cluster O

Mean/Mode: rainy 75.625 86 FALSE

Std Devs: N/A 6.5014 7.5593 N/A

Cluster 1

Mean/Mode: sunny 70.8333 75.8333 TRUE

Std Devs: N/A 6.1128 11.143 N/A

=== Evaluation on training set ===

Number of iterations: 4

Within cluster sum of squared errors: 22.31367650540387
Cluster centroids:

Cluster O

Mean/Mode: rainy 75.625 86 FALSE

Std Devs: N/A 6.5014 7.5593 N/A
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Cluster 1

Mean/Mode: sunny 70.8333 75.8333 TRUE
Std Devs: N/A 6.1128 11.143 N/A
Clustered Instances

0 8 (57%)

1 6 (43%)

Class attribute: play

Classes to Clusters:

0 1 <-- assigned to cluster

54| yes

32 | no

Cluster 0 <-- yes

Cluster 1 <-- no

Incorrectly clustered instances : 7.0 50 %

EM

The EM clustering scheme generates probabilistic descriptions of the clusters in terms of mean and
standard deviation for the numeric attributes and value counts (incremented by 1 and modified
with a small value to avoid zero probabilities) - for the nominal ones. In "Classes to clusters"
evaluation mode this algorithm also outputs the log-likelihood, assigns classes to the clusters and
prints the confusion matrix and the error rate, as shown in the example below.

Clustered Instances

0 4 (29%)
1 10 (71%)

Log likelihood: -8.36599

Class attribute: play

Classes to Clusters:

0 1 <-- assigned to cluster

27 | yes

23 | no

Cluster O <-- no

Cluster 1 <-- yes

Incorrectly clustered instances : 5.0 35.7143 %

Cobweb

Cobweb generates hierarchical clustering, where clusters are described probabilistically. Below is
an example clustering of the weather data (weather.arff). The class attribute (play) is ignored (using
the ignore attributes panel) in order to allow later classes to clusters evaluation. Doing this
automatically through the "Classes to clusters" option does not make much sense for hierarchical
clustering, because of the large number of clusters. Sometimes we need to evaluate particular
clusters or levels in the clustering hierarchy. We shall discuss here an approach to this.
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Let us first see how Weka represents the Cobweb clusters. Below is a copy of the output window,
showing the run time information and the structure of the clustering tree.

Scheme: weka.clusterers.Cobweb -A 1.0 -C 0.234
Relation:  weather
Instances: 14
Attributes: 5
outlook
temperature
humidity
windy
Ignored:
play
Test mode: evaluate on training data

=== Clustering model (full training set) ===
Number of merges: 2

Number of splits: 1

Number of clusters: 6

node O [14]

| node 1 [§]

| | leaf 2 [2]
| node 1 [8]

| | leaf 3 [3]
| node 1 [8]

| | leaf4 [3]
node O [14]

| leaf 5 [6]

=== Evaluation on training set ===
Number of merges: 2

Number of splits: 1

Number of clusters: 6

node O [14]

| node 1 [§]

| | leaf 2 [2]

| node 1 [§]

| | leaf 3 [3]

| node 1 [8]

| | leaf4 [3]
node O [14]

| leaf S [6]
Clustered Instances
2 2 (14%)

3 3 (21%)
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4 3(21%)
5  6(43%)

Here is some comment on the output above:

. -A 1.0 -C 0.234 in the command line specifies the Cobweb parameters Acuity and Cutoff (see
the text, page 215). They can be specified through the pop-up window that appears by clicking on
area left to the Choose button.

. node N or leaf N represents a subcluster, whose parent cluster is N.

. The clustering tree structure is shown as a horizontal tree, where subclusters are aligned at
the same column. For example, cluster 1 (referred to in node 1) has three subclusters 2 (leaf 2), 3
(leaf 3) and 4 (leaf 4).

. The root cluster is 0. Each line with node O defines a subcluster of the root.

. The number in square brackets after node N represents the number of instances in the
parent cluster N.

. Clusters with [1] at the end of the line are instances.

. For example, in the above structure cluster 1 has 8 instances and its subclusters 2, 3 and 4
have 2, 3 and 3 instances correspondingly.

. To view the clustering tree right click on the last line in the result list window and then
select Visualize tree.

To evaluate the Cobweb clustering using the classes to clusters approach we need to know the
class values of the instances, belonging to the clusters. We can get this information from Weka in
the following way: After Weka finishes (with the class attribute ignored), right click on the last line
in the result list window. Then choose Visualize cluster assignments - you get the Weka cluster
visualize window. Here you can view the clusters, for example by putting Instance_number on X
and Cluster on Y. Then click on Save and choose a file name (*.arff). Weka saves the cluster
assignments in an ARFF file. Below is shown the file corresponding to the above Cobweb
clustering.

@relation weather_clustered

@attribute Instance_number numeric

@attribute outlook {sunny,overcast,rainy}

@attribute temperature numeric

@attribute humidity numeric

@attribute windy {TRUE,FALSE}

@attribute play {yes,no}

@attribute Cluster {clusterO,cluster1,cluster2,cluster3,cluster4,clusterS}

@data
0,sunny,85,85,FALSE no,cluster3
1,sunny,80,90,TRUE,no,cluster5
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2,overcast,83,86,FALSE, yes,cluster2
3,rainy,70,96,FALSE,yes,cluster4

4 rainy,68,80,FALSE yes,cluster4
S,rainy,65,70,TRUE,no,cluster5
6,overcast,64,65,TRUE yes,clusterS
7,sunny,72,95,FALSE no,cluster3
8,sunny,69,70,FALSE yes,cluster3
9,rainy,75,80,FALSE, yes,cluster4
10,sunny,75,70,TRUE,yes,cluster5
11,overcast,72,90,TRUE,yes,cluster5
12,overcast,81,75,FALSE,yes,cluster2
13,rainy,71,91,TRUE no,cluster5

To represent the cluster assignments Weka adds a new attribute Cluster and includes its
corresponding values at the end of each data line. Note that all other attributes are shown,
including the ignored ones (play, in this case). Also, only the leaf clusters are shown.

Now, to compute the classes to clusters error in, say, cluster 3 we look at the corresponding data
rows in the ARFF file and get the distribution of the class variable: {no, no, yes}. This means that
the majority class is no and the error is 1/3.

If we want to compute the error not only for leaf clusters, we need to look at the clustering
structure (the Visualize tree option helps here) and determine how the leaf clusters are combined in
other clusters at higher levels of the hierarchy. For example, at the top level we have two clusters -
1 and 5. We can get the class distribution of 5 directly from the data (because 5 is a leaf) - 3 yes's
and 3 no's. While for cluster 1 we need its subclusters - 2, 3 and 4. Summing up the class values
we get 6 yes's and 2 no's. Finally, the majority in cluster 1 is yes and in cluster 5 is no (could be
yes too) and the error (for the top level partitioning in two clusters) is 5/14.

Weka provides another approach to see the instances belonging to each cluster. When you visualize
the clustering tree, you can click on a node and then see the visualization of the instances falling
into the corresponding cluster (i.e. into the leafs of the subtree). This is a very useful feature,
however if you ignore an attribute (as we did with "play" in the experiments above) it does not show
in the visualization.

Data Preprocessing Exercises

Exercise 1) Attribute Relevance Ranking

For each step, open the indicated file in the “Preprocess” window. Then, go to the “Attribute
Selection” window and set the “Attribute selection mode to “Use full training set”. For below
mentioned case, perform attribute ranking using the following attribute selection methods with
default parameters:

a) InfoGainAttributeEval; and
b) GainRatioAttributeEval,;

These attribute selection methods should consider only non-class dimensions (for each set, the
class attribute is indicated above the “Start” button). Record the output of each run in a text file
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called “output.txt”. For that, copy the output of the run from the “Attribute selection output”
window in the Explorer and paste it at the end of the “output.txt” file.

a). Perform attribute ranking on the “contact-lenses.arff” data set using the two attribute ranking
methods with default parameters.

Evaluation

Once you have performed the experiments, you should spend some time evaluating your results. In
particular, try to answer at least the following questions: Why would one need attribute relevance
ranking? Do these attribute-ranking methods often agree or disagree? On which data set(s), if any,
these methods disagree? Does discretization and its method affect the results of attribute ranking?
Do missing values affect the results of attribute ranking? Record these and any other observations
in a Word file called “Observations.doc”.

Exercise 2

1. Fire up the Weka (Waikato Environment for Knowledge Analysis) software, launch the explorer
window and select the \Preprocess" tab.

2. Open the iris data-set (\iris.ar_", this should be in the ./data/ directory of the Weka install).
What information do you have about the data set (e.g. number of instances, attributes and classes)?
What type of attributes does this data-set contain (nominal or numeric)? What are the classes in
this data-set? Which attribute has the greatest standard deviation? What does this tell you about
that attribute? (You might also find it useful to open \iris.ar_" in a text editor).

3. Under \Filter" choose the \Standardize" _lter and apply it to all attributes. What does it do? How
does it afect the attributes' statistics? Click \Undo" to un-standardize the data and now apply the
\Normalize" filter and apply it to all the attributes. What does it do? How does it affect the
attributes' statistics? How does it differ from \Standardize"? Click \Undo" again to return the data
to its original state.

4. At the bottom right of the window there should be a graph which visualizes the data-set, making
sure \Class: class (Nom)" is selected in the drop-down box click \Visualize All". What can you
interpret from these graphs? Which attribute(s) discriminate best between the classes in the data-
set? How do the \Standardize" and \Normalize" filters affect these graphs?

S. Under \Filter" choose the \AttributeSelection" filter. What does it do? Are the attributes it selects
the same as the ones you chose as discriminatory above? How does its behavior change as you alter
its parameters?

6. Select the \Visualize" tab. This shows you 2D scatter plots of each attribute against each other
attribute (similar to the F1 vs F2 plots from tutorial 1). Make sure the drop-down box at the bottom
says \Color: class (Nom)". Pay close attention to the plots between attributes you think discriminate
best between classes, and the plots between attributes selected by the \AttributeSelection" filter.
Can you verify from these plots whether your thoughts and the \AttributeSelection" filter are
correct? Which attributes are correlated?

Attribute-Relation File Format (ARFF)

An ARFF (Attribute-Relation File Format) file is an ASCII text file that describes a list of instances
sharing a set of attributes. ARFF files were developed by the Machine Learning Project at the
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Department of Computer Science of The University of Waikato for use with the Weka machine
learning software.

Overview

AREFTF files have two distinct sections. The first section is the Header information, which is followed
the Data information.
The Header of the ARFF file contains the name of the relation, a list of the attributes (the columns
in the data), and their types. An example header on the standard IRIS dataset looks like this:

% 1. Title: Iris Plants Database

%

% 2. Sources:

% (a) Creator: R.A. Fisher

% (b) Donor: Michael Marshall (MARSHALL%PLU@jio.arc.nasa.gov)

% (c) Date: July, 1988

%

@RELATION iris

@ATTRIBUTE sepallength NUMERIC

@ATTRIBUTE sepalwidth NUMERIC

@ATTRIBUTE petallength NUMERIC

@ATTRIBUTE petalwidth NUMERIC

@ATTRIBUTE class {Iris-setosa,Iris-versicolor,Iris-virginica}
The Data of the ARFF file looks like the following:
@DATA

5.1,3.5,1.4,0.2,Iris-setosa
4.9,3.0,1.4,0.2,Iris-setosa
4.7,3.2,1.3,0.2,Iris-setosa
4.6,3.1,1.5,0.2,Iris-setosa
5.0,3.6,1.4,0.2,Iris-setosa
5.4,3.9,1.7,0.4,Iris-setosa
4.6,3.4,1.4,0.3,Iris-setosa
5.0,3.4,1.5,0.2,Iris-setosa
4.4,2.9,1.4,0.2,Iris-setosa
4.9,3.1,1.5,0.1,Iris-setosa
Lines that begin with a % are comments. The @RELATION, @ATTRIBUTE and @DATA declarations
are case insensitive.
The ARFF Header Section
The ARFF Header section of the file contains the relation declaration and attribute declarations.
The @relation Declaration
The relation name is defined as the first line in the ARFF file. The format is:
@relation <relation-name>
where <relation-name> is a string. The string must be quoted if the name includes spaces.
The @attribute Declarations

Attribute declarations take the form of an orderd sequence of @attribute statements. Each attribute
in the data set has its own @attribute statement which uniquely defines the name of that attribute
and it's data type. The order the attributes are declared indicates the column position in the data
section of the file. For example, if an attribute is the third one declared then Weka expects that all
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that attributes values will be found in the third comma delimited column.
The format for the @attribute statement is:

@attribute <attribute-name> <datatype>

where the <attribute-name> must start with an alphabetic character. If spaces are to be included in
the name then the entire name must be quoted.

The <datatype> can be any of the four types currently (version 3.2.1) supported by Weka:

. numeric

. <nominal-specification>
. string

. date [<date-format>]

where <nominal-specification> and <date-format> are defined below. The keywords numeric, string
and date are case insensitive.

Numeric attributes
Numeric attributes can be real or integer numbers.
Nominal attributes

Nominal values are defined by providing an <nominal-specification> listing the possible values:
{<nominal-namel>, <nominal-name2>, <nominal-name3>, o
For example, the class value of the Iris dataset can be defined as follows:

@ATTRIBUTE class {Iris-setosa,Iris-versicolor,Iris-virginica}
Values that contain spaces must be quoted.
String attributes

String attributes allow us to create attributes containing arbitrary textual values. This is very useful
in text-mining applications, as we can create datasets with string attributes, then write Weka Filters
to manipulate strings (like StringToWordVectorFilter). String attributes are declared as follows:

@ATTRIBUTE LCC  string

Date attributes

Date attribute declarations take the form:
@attribute <name> date [<date-format>|

where <name> is the name for the attribute and <date-format> is an optional string specifying how
date values should be parsed and printed (this is the same format used by SimpleDateFormat). The
default format string accepts the ISO-8601 combined date and time format: "yyyy-MM-
dd'T'HH:mm:ss".
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Dates must be specified in the data section as the corresponding string representations of the
date/time (see example below).

ARFF Data Section
The ARFF Data section of the file contains the data declaration line and the actual instance lines.
The @data Declaration

The @data declaration is a single line denoting the start of the data segment in the file. The format
is:

@data
The instance data

Each instance is represented on a single line, with carriage returns denoting the end of the
instance.

Attribute values for each instance are delimited by commas. They must appear in the order that
they were declared in the header section (i.e. the data corresponding to the nth @attribute
declaration is always the nth field of the attribute).
Missing values are represented by a single question mark, as in:

@data
4.4,?2,1.5,?,Iris-setosa

Values of string and nominal attributes are case sensitive, and any that contain space must be
quoted, as follows:

@relation LCCvsLCSH

@attribute LCC string

@attribute LCSH string

@data

AG5, 'Encyclopedias and dictionaries.;Twentieth century.'

AS262, 'Science -- Soviet Union -- History.'

AES, 'Encyclopedias and dictionaries.'

AS281, 'Astronomy, Assyro-Babylonian.;Moon -- Phases.'

AS281, 'Astronomy, Assyro-Babylonian.;Moon -- Tables.'

Dates must be specified in the data section using the string representation specified in the

attribute declaration. For example:

@RELATION Timestamps

@ATTRIBUTE timestamp DATE "yyyy-MM-dd HH:mm:ss"
@DATA

"2001-04-03 12:12:12"

"2001-05-03 12:59:55"

Sparse ARFTF files
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Sparse ARFF files are very similar to ARFF files, but data with value O are not be explicitly
represented.

Sparse ARFF files have the same header (i.e @relation and @attribute tags) but the data section is
different. Instead of representing each value in order, like this:

@data
0,X,0,Y, "class A"
0,0, W, 0O, "class B"

the non-zero attributes are explicitly identified by attribute number and their value stated, like this:
@data
{1X,3Y,4 "class A"}
{2 W, 4 "class B"}

Each instance is surrounded by curly braces, and the format for each entry is: <index> <space>

<value> where index is the attribute index (starting from 0).
Note that the omitted values in a sparse instance are 0, they are not "missing" values! If a value is
unknown, you must explicitly represent it with a question mark (?)-

Warning: There is a known problem saving Sparselnstance objects from datasets that have string
attributes. In Weka, string and nominal data values are stored as numbers; these numbers act as
indexes into an array of possible attribute values (this is very efficient). However, the first string
value is assigned index 0: this means that, internally, this value is stored as a 0. When a
Sparselnstance is written, string instances with internal value O are not output, so their string
value is lost (and when the arff file is read again, the default value O is the index of a different string
value, so the attribute value appears to change). To get around this problem, add a dummy string
value at index O that is never used whenever you declare string attributes that are likely to be used
in Sparselnstance objects and saved as Sparse ARFTF files.
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