
  

UNIT-1 

source coding systems 
 

 

 Communication system converts information into electrical  

electromagnetic/optical signals appropriate for the transmission medium. 

 Analog systems convert analog message into signals that can propagate through 

the channel.  

 Digital systems convert bits(digits, symbols) into signals 

 Computers naturally generate information as characters/bits 

 Most information can be converted into bits 

 Analog signals converted to bits by sampling and quantizing (A/D 

conversion) 

 Digital techniques need to distinguish between discrete symbols allowing 

regeneration versus amplification  

 Good processing techniques are available for digital signals, such as medium. 

 Data compression (or source coding) 

 Error Correction (or channel coding)(A/D conversion) 

 Equalization 

 Security 

 Easy to mix signals and data using digital techniques 

 

 

 

 

 

 

 



  

Elements of Digital Communication Systems: 
 
 

 

 
 

Fig. 1 Elements of Digital Communication Systems 
 

1. Information Source and Input Transducer: 

The source of information can be analog or digital, e.g. analog: audio or video 

signal, digital: like teletype signal. In digital communication the signal produced by 

this source is converted into digital signal which consists of 1′s and 0′s. For this we 

need a source encoder. 

2. Source Encoder: 

In digital communication we convert the signal from source into digital signal 

as mentioned above. The point to remember is we should like to use as few binary 

digits as possible to represent the signal. In such a way this efficient representation 

of the source output results in little or no redundancy. This sequence of binary digits 

is called information sequence. 

Source Encoding or Data Compression: the process of efficiently converting 

the output of whether analog or digital source into a sequence of binary digits is 

known as source encoding. 
 
 
 
 
 
 
 
 
 
 



  

3. Channel Encoder: 

The information sequence is passed through the channel encoder. The 

purpose of the channel encoder is to introduce, in controlled manner, some 

redundancy in the binary information sequence that can be used at the receiver to 

overcome the effects of noise and interference encountered in the transmission on 

the signal through the channel. 

For example take k bits of the information sequence and map that k bits to 

unique n bit sequence called code word. The amount of redundancy introduced is 

measured by the ratio n/k and the reciprocal of this ratio (k/n) is known as rate of 

code or code rate. 

4. Digital Modulator: 

The binary sequence is passed to digital modulator which in turns convert the 

sequence into electric signals so that we can transmit them on channel (we will see 

channel later). The digital modulator maps the binary sequences into signal wave 

forms , for example if we represent 1 by sin x and 0 by cos x then we will transmit sin 

x for 1 and cos x for 0. ( a case similar to BPSK) 

5. Channel: 

The communication channel is the physical medium that is used for 

transmitting signals from transmitter to receiver. In wireless system, this channel 

consists of atmosphere , for traditional telephony, this channel is wired , there are 

optical channels, under water acoustic channels etc.We further discriminate this 

channels on the basis of their property and characteristics, like AWGN channel etc. 

6. Digital Demodulator: 

The digital demodulator processes the channel corrupted transmitted 

waveform and reduces the waveform to the sequence of numbers that represents 

estimates of the transmitted data symbols. 

7. Channel Decoder: 

This sequence of numbers then passed through the channel decoder which 

attempts to reconstruct the original information sequence from the knowledge of 

the code used by the channel encoder and the redundancy contained in the received 

data 

Note: The average probability of a bit error at the output of the decoder is a 

measure of the performance of the demodulator – decoder combination. 

8. Source Decoder: 

At the end, if an analog signal is desired then source decoder tries to decode 

the sequence from the knowledge of the encoding algorithm. And which results in 

the approximate replica of the input at the transmitter end. 
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9. Output Transducer: 

Finally we get the desired signal in desired format analog or digital. 
 

Advantages of digital communication: 
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Introduction to Pulse Modulation 
 

What is the need for Pulse Modulation? 
 

 Many Signals in Modern Communication Systems are digital 

 Also, analog signals are transmitted digitally. 

 Reduced distortion and improvement in signal to noise ratios. 

 PAM, PWM, PPM, PCM and DM. 

 In CW modulation schemes some parameter of modulated wave varies continuously with 

message. 

 In Analog pulse modulation some parameter of each pulse is modulated by a particular 

sample value of the message. 

 Pulse modulation is of two types 

o Analog Pulse Modulation 

 Pulse Amplitude Modulation (PAM) 

 Pulse width Modulation (PWM) 

 Pulse Position Modulation (PPM) 

o Digital Pulse Modulation 

 Pulse code Modulation (PCM) 

 Delta Modulation (DM) 
 

Pulse Code Modulation: 
 

Three steps involved in conversion of analog signal to digital signal 

 Sampling 

 Quantization 

 Binary encoding 
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Fig. 2 Conversion of Analog Signal to Digital Signal 
 

Note: Before sampling the signal is filtered to limit bandwidth. 
 

Elements of PCM System: 
 

 

Fig. 3 Elements of PCM System 
 

Sampling: 
 

 Process of converting analog signal into discrete signal. 

 Sampling is common in all pulse modulation techniques 
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 The signal is sampled at regular intervals such that each sample is proportional to 
amplitude of signal at that instant 

 Analog signal is sampled every 𝑇𝑠 𝑆𝑒𝑐𝑠, called sampling interval. 𝑓𝑠=1/𝑇𝑆 is called 
sampling rate or sampling frequency. 

 𝑓𝑠=2𝑓𝑚 is Min. sampling rate called Nyquist rate. Sampled spectrum (𝜔) is repeating 
periodically without overlapping. 

 Original spectrum is centered at 𝜔=0 and having bandwidth of 𝜔𝑚. Spectrum can be 
recovered by passing through low pass filter with cut-off 𝜔𝑚. 

 For 𝑓𝑠<2𝑓𝑚 sampled spectrum will overlap and cannot be recovered back. This is 
called aliasing. 

Sampling methods: 
 

 Ideal – An impulse at each sampling instant. 

 Natural – A pulse of Short width with varying amplitude. 

 Flat Top – Uses sample and hold, like natural but with single amplitude value. 
 

Fig. 4 Types of Sampling 

Sampling of band-pass Signals: 

 A band-pass signal of bandwidth 2fm can be completely recovered from its samples. 

Min. sampling rate =2×𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ 

=2×2𝑓𝑚=4𝑓𝑚 

 Range of minimum sampling frequencies is in the range of 2×𝐵𝑊 𝑡𝑜 4×𝐵𝑊 

Instantaneous Sampling or Impulse Sampling: 

 Sampling function is train of spectrum remains constant impulses throughout 
frequency range. It is not practical. 
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Natural sampling: 

 The spectrum is weighted by a sinc function. 

 Amplitude of high frequency components reduces. 

Flat top sampling: 

 Here top of the samples remains constant. 

 In the spectrum high frequency components are attenuated due sinc pulse roll off. 
This is known as Aperture effect. 

 If pulse width increases aperture effect is more i.e. more attenuation of high 
frequency components. 

Sampling Theorem: 
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Fig. 7 (a) Sampled version of signal x(t) 
(b) Reconstruction of x(t) from its samples 
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PCM Generator: 
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Transmission BW in PCM: 
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PCM Receiver: 
 

 
 

 
 

 

Quantization 

 The quantizing of an analog signal is done by discretizing the signal with a number of 
quantization levels. 
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 Quantization is representing the sampled values of the amplitude by a finite set of 
levels, which means converting a continuous-amplitude sample into a discrete-time 
signal 

 Both sampling and quantization result in the loss of information. 

 The quality of a Quantizer output depends upon the number of quantization levels 

used. 

 The discrete amplitudes of the quantized output are called as representation levels 

or reconstruction levels. 

 The spacing between the two adjacent representation levels is called a quantum or 

step-size. 

 There are two types of Quantization 

o Uniform Quantization 

o Non-uniform Quantization. 

 The type of quantization in which the quantization levels are uniformly spaced is 

termed as a Uniform Quantization. 

 The type of quantization in which the quantization levels are unequal and mostly the 
relation between them is logarithmic, is termed as a Non-uniform Quantization. 

Uniform Quantization: 

• There are two types of uniform quantization. 
– Mid-Rise type 
– Mid-Tread type. 

• The following figures represent the two types of uniform quantization. 
 

 

 

• The Mid-Rise type is so called because the origin lies in the middle of a raising part of 
the stair-case like graph. The quantization levels in this type are even in number. 

• The Mid-tread type is so called because the origin lies in the middle of a tread of the 
stair-case like graph. The quantization levels in this type are odd in number. 

• Both the mid-rise and mid-tread type of uniform quantizer is symmetric about the 
origin. 

 
 
 
 

16 



  

Quantization Noise and Signal to Noise ratio in PCM System: 
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Derivation of Maximum Signal to Quantization Noise Ratio for Linear Quantization: 

 
 
 
 
 
 
 
 
 

 
20 



  

 
 

Non-Uniform Quantization: 
 

In non-uniform quantization, the step size is not fixed. It varies according to certain 
law or as per input signal amplitude. The following fig shows the characteristics of Non 
uniform quantizer. 
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Companding PCM System: 

• Non-uniform quantizers are difficult to make and expensive. 
• An alternative is to first pass the speech signal through nonlinearity before 

quantizing with a uniform quantizer. 
• The nonlinearity causes the signal amplitude to be compressed. 

– The input to the quantizer will have a more uniform distribution. 
• At the receiver, the signal is expanded by an inverse to the nonlinearity. 
• The process of compressing and expanding is called Companding. 
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Differential Pulse Code Modulation (DPCM): 
 

Redundant Information in PCM: 
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Line Coding: 
 

In telecommunication, a line code is a code chosen for use within a communications 
system for transmitting a digital signal down a transmission line. Line coding is often used 
for digital data transport. 

The waveform pattern of voltage or current used to represent the 1s and 0s of a 
digital signal on a transmission link is called line encoding. The common types of 
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line encoding are unipolar, polar, bipolar and Manchester encoding. Line codes are used 
commonly in computer communication networks over short distances. 
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Time Division Multiplexing: 
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TDM is immune to nonlinearities in the channel as a source of crosstalk. The reason 
for this behaviour is that different message signals are not simultaneously applied to the 
channel. 

Introduction to Delta Modulation 
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Condition for Slope overload distortion occurrence: 
 

Slope overload distortion will occur if 
 

 

 
 

 
 
 
 
 
 

 

36 



  

Expression for Signal to Quantization Noise power ratio for Delta 
Modulation: 

 

 

 

 

 

 
37 



  

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 

38 



  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



  

comparison of all modulations: 
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Introduction 

 
UNIT2 

BASEBAND PULSE TRANSMISSION 

Consider that a binary encoded signal consists of a time sequence of voltage levels +Vor–V. If there is 

a guard interval between the bits, the signal forms a sequence of positive andnegative pulses, in either 

case there is no particular interest in preserving the waveform of the signal after reception .we are 

interested only in knowing within each bit interval whether the transmitted voltage was +V or –V. 

With noise present, the receives signal and noise togetherwill yield sample values generally different 

from ±V. In this case, what deduction shall we make from the sample value concerning the transmitted 

bit. 
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The probability of error pe, as given in eq.(11.2-3),is plotted in fig.11.2-2.note that pe decreases 

rapidly as Es./η increases. The maximum value of pe is ½.thus ,even if the signal is entirely lost in 

the noise so that any determination of the receiver is a sheer guess, the receiver cannot bi wrong 
more than half the time on the average. 

 

THE OPTIMUM FILTER: 
 

In the receiver system of Fig 11.1-2, the signal was passed through a filter(integrator),so that at the 

sampling time the signal voltage might be emphasized in comparison with the noise voltage. We are 

naturally led to risk whether the integrator is the optimum filter for the purpose of minimizing the 

probability of error. We shall find that the received signal contemplated in system of fig 11.1-2 the 

integrator is indeed the optimum filter. However, before returning specifically to the integrator 

receiver. 

We assume that the received signal is a binary waveform. One binary digit is represented by 

a signal waveformS1 (t) which persists for time T, while the4 other bit is represented by the 

waveform S2(t) which also lasts for an interval T. For example, in the transmission at baseband, as 

shown in fig 11.1-2 S1(t)=+V; for other modulation systems, different waveforms are transmitted. 

for example for PSK signaling , S1(t)=Acosw0t and S2(t)=-Acosw0t;while for FSK, 

S1(t)=Acos(w0+Ω)t. 
 

 

 

 



35 

 

 
Matchedfilter 

A filter whose impulse response is time-reversed and delayed version of the input signal is 
saidto be matched. Correspondingly , the optimum receiver based on this is referred as the matched 

filterreceiver. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Φ(t)=inputsignal 

h(t)=impulseresponse
W(t)=white noise 

Theimpulseresponseofthematchedfilteristime-reversedanddelayedversionofthe 
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inputsignal. 
Properties of Matchedfilter 

 
PROPERTY1:The spectrum of the output signal of a matched filter with the matched signal as 

inputis,except fo r a time delayfactor,proportional to the energy spectral density of the input signal. 

PROPERTY2:The output signal of a Matched Filter is proportional to a shifted version of the 

autocorrelation function of the input signal to which the filter is matched. 

PROPERTY3:The output Signal to Noise Ratio of a Matched filter depends onlyon the ratio of the 

signal energy to the power spectral density of the white noise at the filter input. 

PROPERTY 4: The Matched Filtering operation may be separated into two matching conditions 

;namely spectral phase matching that produces the desired output peak at time T,and the spectral 

amplitude matching that gives this peak value its optimum signal to noise density ratio. 

 

THEOPTIMUMFILTER: 
 

In the receiver system of Fig 11.1-2, the signal was passed through a filter(integrator),so that at 

thesamplingtimethesignalvoltagemightbeemphasizedincomparisonwiththe 

noisevoltage.Wearenaturally led to risk whether the integrator is the optimum filter for the purpose of 

minimizing theprobability of error. We shall find that the received signal contemplated in system of fig 

11.1-2 theintegrator is indeed the optimum filter. However, before returning specifically to the 

integratorreceiver. 

We assume that the received signal is a binary waveform. One binary digit is 

representedby a signal waveformS1 (t) which persists for time T, while the4 other bit is 

represented by thewaveformS2(t)whichalso lasts 

foranintervalT.Forexample,inthetransmissionatbaseband,asshown in fig 11.1-2 S1(t)=+V; for other 

modulation systems, different waveforms are transmitted.forexample 

forPSKsignaling,S1(t)=Acosw0tandS2(t)=-Acosw0t;whileforFSK,S1(t)=Acos(w0+Ω)t. 
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Henceprobabilityoferroris 
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In general, the impulsive response of the matched filter consists of p(t) rotated about 

t=0andthendelayedlongenough(i.e.,atimeT)tomakethefilterrealizable.Wemaynoteinpassing,that 

any additional delay that a filter might introduce would in no way interfere with theperformance 

of the filter ,for both signal and noise would be delayed by the same amount, and atthe sampling 

time (which would need similarity to be delayed)the ratio of signal to noise 

wouldremainunaltered. 
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From parseval’s theorem we have 
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COHERENT RECEPTION:CORRELATION: 

 
 
 

 
 

(11.6-1) 
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(11.6-2) 

Where s1(t) is either s1(t)ors2(t),and wthere π is the constant of the integrator(i.e.,the 
integratoroutput is 1/π times the integral of its input).we now compare these outputs with the 
matchedfilter outputs. 

 
 
 
 
 
 
 
 
 

Fig:11.6-1Coherentsystemofsignalreception 

 
Ifh(t)isthe impulsiveresponseofthematched filter,thenthe outputofthe matchedfilterv0(t) 
canbefoundusingtheconvolutionintegral.wehave 

 

(11.6-3) 
The limits on the integral have been charged to 0 and T since we are interested in the 
filterresponse to a bit which extends only over that interval. Using Eq.(11.4-4) which gives h(t) for 
thematchedfilter,wehave 

 
 

(11.6-4) 

(11.6-5) 
 

sub11.6-5in11.6-3 
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Nyquist’s criterion for distortionless baseband binary transmission: 

 

Raised cosine response meets the Nyquist ISI criterion. Consecutive raised-cosine 

impulses demonstrate the zero ISI property between transmitted symbols at the sampling 

instants. Att=0 the middle pulse is at its maximum and the sum of other impulsesis zero. 

In communications, the Nyquist ISI criterion describes the conditions which, when 

satisfied by acommunication channel (including responses of transmit and receive filters), result 

in no inter symbol interference or ISI. It provides a method for constructing band-limited 

functions to overcome the effects of inter symbol interference. 

 

 

Correlative coding-duo binary 

 

The following figure shows the duo binary signaling scheme 

 

 
The receiver consists of duo binary decoder and a post coder(invert of pre coder) 

 

Modified duo binary signaling scheme: 

 
Modified Duo binary Signaling is an extension of duo binary signaling 

 ModifiedDuobinarysignalinghas theadvantageofzeroPSDatlowfrequencies. 

 
Modified DuobinarySignaling is an extension of duobinarysignaling. It has the advantage of zero PSD at 

low frequencies (especially at DC ) that is suitable for channels with poor DC response. It correlates two 

symbols that are 2T time instants apart, whereas in duobinarysignaling, symbols that are 1T apart are 

correlated. 

The general condition to achieve zero ISI is given by 

https://www.gaussianwaves.com/2011/04/correlative-coding-duobinary-signaling-2/
https://www.gaussianwaves.com/2011/04/correlative-coding-duobinary-signaling-2/


45  

 

As discussed in a previous article, in correlative coding , the requirement of zero ISI condition is relaxed 

as a controlled amount of ISI is introduced in the transmitted signal and is counteracted in the receiver 

side 

In the case of modified duobinarysignaling, the above equation is modified as 

 

which states that the ISI is limited to two alternate samples. Here a controlled or “deterministic” amount 

of ISI is introduced and hence its effect can be removed upon signal detection at the receiver. 

Encoding Process: 

1) an = binary input bit; an ∈ {0,1}. 

2) bn = NRZ polar output of Level converter in the precoder and is given by, 

 

whereak is the precoded output (before level converter). 

3) yn can be represented as 

 

Note that the samples bn are uncorrelated ( i.e either +d for “1” or -d for “0” input). On the other-hand,the 

samples yn are correlated ( i.e. there are three possible values +2d,0,-2d depending on ak and ak-2). 

Meaning that the modified duobinary encoding correlates present sample ak and the previous input sample 

ak-2. 

4) From the diagram,impulse response of the modified duobinary encoder is computed as 

 

Decoding Process: 

5) The receiver consists of a modified duobinary decoder and a postcoder (inverse of precoder). The 

decoder implements the following equation (which can be deduced from the equation given under step 3 

(see above)) 

 

https://www.gaussianwaves.com/2011/04/introduction-to-controlled-isi-inter-symbol-interference-2/
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This equation indicates that the decoding process is prone to error propagation as the estimate of present 

sample relies on the estimate of previous sample. This error propagation is avoided by using a precoder 

before modified-duobinary encoder at the transmitter and a postcoder after the modified-duobinary 

decoder. The precoder ties the present sample and the sample that precedes the previous sample ( 

correlates these two samples) and the postcoder does the reverse process. 

The entire process of modified-duobinary decoding and the postcoding can be combined together as one 

algorithm. The following decision rule is used for detecting the original modified-duobinary signal 

samples {an} from {yn} 

 

Partial response signaling 

 
Partial response signalling(PRS), also known as correlative coding. From a practical point of 

view,the back ground of this technique is related to the Nyquist criterion. 

 

BasebandM-arrayPAMtransmission: 

In a baseband Mary PAM system,the pulse amplitude modulator produces M possible amplitude levels 

with M>2. In an M-ary system, the information source emits a sequence of symbols from an alphabet 

that consists o f M symbols. 
 

Eyediagrams 

 
The quality of digital transmission systems are evaluated using the bit error rate. Degradation 

ofqualityoccursineachprocessmodulation,transmission,anddetection.Theeyepatternisexperimentalmetho

d that contains all the information concerning the degradation of quality. Therefore, carefulanalysisof 

the eye pattern is important in analyzing and degradation mechanism. 

Eye patterns can be observed using an oscilloscope. The received wave is applied to the vertical  

deflection plates of an oscilloscope and the sawtooth wave at a rate equal to transmitted 

symbol rate is applied to the horizontal deflection plates, resulting display is eye pattern as        

it resembles humaneye. 
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UNIT –III 

SIGNAL SPACE ANALYSIS 

 

Introduction 

space analysis provides a mathematically elegant and highly insightful tool for the study 

of digital signal transmission. Signal space analysis permits a general geometric 

framework for the interpretation of digital signaling that includes both baseband and 

bandpass signaling schemes. 

The transmitter takes the message source output mi and codes it into a distinct signal 
si(t) suitable for transmission over the communications channel. The transmission 

channel is perturbed by zero-mean additive white Gaussian noise (AWGN). 

The AWGN channel is one of the simplest mathematical models for various physical 

communications channels. 

The received signal r(t) is given by 
r(t)=si(t)+n(t) for 0<t<T 

The receiver has the task of observing the received signal r(t) for a duration of T 

seconds and making the best estimate of the transmitted signal si(t). However, owing 

to the presence of channel noise, the decision making process is statistical in nature 

with the result that the receiver will make occasional errors 

The key to analyzing and understanding the performance of digital transmission is the 

realization that signals used in communications can be expressed and visualized graphically. Thus, we 

need to understand signal space concepts as applied to digital communications 

We consider the following model of a generic transmission system (digital source): 

• A message source transmits 1 symbol every T sec 

• Symbols belong to an alphabet M (m1, m2, …mM) 

• Binary – symbols are 0s and 1s 

• Quaternary PCM – symbols are 00, 01, 10, 11 

 

 

 

 
 

Transmitter takes the symbol (data) mi (digital message source output) and encodes it into a distinct 

signal si(t). 

The signal si(t) occupies the whole slot T allotted to symbol mi. 

      si(t) is a real valued energy signal. 

 

 
 

Linear, wide enough to accommodate the signal si(t) with no or negligible distortion 

Channel noise, is w(t) is a zero-mean white Gaussian noise process – AWGN 

◦ additive noise 

◦ received signal may be expressed as: 
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GEOMETRIC REPRESENTATION OF SIGNALS: 

 

 

 To represent any set of M energy signals  {si(t)} as linear combinations of N orthogonal basis 

functions, where N ≤ M 

 Real value energy signals s1(t), s2(t),..sM(t), each of duration T sec 

 
 The set of coefficients can be viewed as a N-dimensional vector, denoted by si  

 Bears a one-to-one relationship with the transmitted signal si(t) 

where,  

a) Synthesizer for generating the signal si(t).  

b) Analyzer for generating the set of signal vectors si. 

 The signal vector si concept can be extended to 2D, 3D etc. N-dimensional Euclidian space 

 Provides mathematical basis for the geometric representation of energy signals that is used in noise 

analysis 

 Allows definition of  

◦ Length of vectors (absolute value) 

◦ Angles between vectors  

◦ Squared value (inner product of si with itself) 
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Each signal in the set si(t) is completely determined by the vector of its coefficients 

 
 

SCHWARTZ INEQUALITY 

 

 

 
 

 

 

Gram- Schmidt orthogonalization procedure: 

 

Suppose we are given a signal set 
 

{s1(t),s2(t)… ...... sM(t}) 
Find the orthogonal basis functions for this signal set 

 

{ɸ1(t), ɸ 2(t)…....... ɸK(t}) 
 

Where K<M 

 

Step 1: Construct the First Basis Function 
 

Compute the energy in signal 1:  
E1= 

 

∞ 
∫
−∞ 

 
𝑠2(𝑡)𝑑𝑡 

 

∅(𝑡) = 1/√𝐸1 s1(t) 
 

S1(t)=S11ɸ1(t)=√𝐸1 ɸ1(t) 

S11=ʃ S1(t) ɸ1(t)= √𝐸
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Step 2: Construct the Second Basis Function 

 

Compute correlation between signal 2 and basic function 1 
 

S21= 
∞ 

∫
−∞ 𝑠2(𝑡)ɸ1(t)𝑑𝑡 

 

subtract off the correlation portion 

 

g2(t)= S2(t)-S21(t)ɸ1(t) 
 

compute the energy in the remaining portion 
 

Eg2= 
∞ 

∫
−∞ 𝑔(𝑡)2𝑑𝑡 

 

Normalize th remaining portion 

 
ɸ2(t)=(1/√𝐸g2)g2(t) 

 

S22= 
∞ 

∫
−∞ 𝑠2(𝑡)ɸ2(t)𝑑𝑡 =√𝐸g2 

 

Step 3: Construct Successive Basis Functions 
 

For signal Sk(t) , compute 

S 
∞ 

 

 𝑠𝑘(𝑡)ɸi(t)𝑑𝑡 
ki=∫−∞ 

Energy of the Kth function 
 

Egk= 
∞ 

∫
−∞ 𝑔𝑘(𝑡)2𝑑𝑡 

 

ɸk (t) = (1/√𝐸gk)gk(t) 
 

Skk(t) = 
∞ 

∫
−∞ 𝑠𝑘(𝑡)ɸk(t)𝑑𝑡 =√𝐸gk 

 
 

Conversion of the Continuous AWGN channel into a vector channel: 

 

Most analyzed, digital communication channel is the AWGN channel.This channel passes the sum 

of the modulated signal x(t) and an uncorrelated Gaussian noise n(t) to the output. The Gaussian noise is 

assumed to be uncorrelated with itself (or “white”) 
 

 Suppose that the si(t) is not any signal, but specifically the signal at the receiver side, defined in accordance 

with an AWGN channel: 

 So the output of the correlator  can be defined as: 
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The analysis can thus convert the continuous channel 

y(t) = x(t) + n(t) 

to a discrete vector channel model, 

y = x + n 
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0 

0 0 

Coherent detection of signals in noise 

Correlation receiver 

The principle on which the cross-correlation receiver operates is that, for two random 

time-varying signals, V1(t) and V2(t), the cross-correlation function 
 
 

r(τ) 
∞ 

=∫−∞ 𝑉1(𝑡)V2(t − τ)𝑑𝑡 
 

V1(t) and V2(t) are the voltages 
 

 

Correlation Demodulator 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Noise components 

rk 

 

= ∫
𝑇 
𝑟(𝑡)fk(t)𝑑𝑡 

 

= ∫
𝑇 
𝑆𝑚(𝑡)fk(t)𝑑𝑡 + 

 

 
∫
𝑇 
𝑛(𝑡)fk(t)𝑑𝑡 

 

= Smk+nK 
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𝑇 

 
 
 
 
 

Correlator outputs  
E(nknm) = ∫0 

ʃ E [n(t) n(τ)] fk(t) fm(τ)dt dτ 
 

𝑇 

 
 
 
 
 
 
 
 

= 1/2𝑁𝑜 ∫ 𝑓𝑘(𝑡)𝑓𝑚(τ)dτ 
0 

 

=1/2 No m = k 

= 0 m≠k 

Eqivalance of Correlation and Matched Filter Receiver 
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 From the definition of the matched filter, we can incorporate the impulse hj(t) and the input signal φj(t) so 
that:  

 Then, the output becomes: 

 Sampling at t = T, we get:  

 
 

 So we can see that the detector part of the receiver may be implemented using either matched filters or 

correlators.  The output of each correlator is equivalent to the output of a corresponding matched filter when 
sampled at t = T. 

 

 
 

 Matched filters 

 
 

 
 

                       Correlators

   tTth jj 

   




  dtTxty jj )(

     




  dxty jj
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PROBABILITY OF ERROR: 

Consider the received signal waveform for the bit transmitted between time 0 and time T . 

Due to the presence of noise the actual waveform y.t/ at the receiver is 

 

y(t) = f (t) + n(t), 

where f (t) is the ideal noise-free signal. 

 

 

In the case described the signal f (t) is 

 

f (t) = 0 symbol 0 transmitted (signal absent) 

1 symbol 1 transmitted (signal present). 

Signal constellation diagram 

 

A constellation diagram is a representation of a signal modulated by a digital modulation scheme 
such as quadrature amplitude modulation or phase-shift keying. It displays the signal as a two- 
dimensional X-Y plane scatter diagram in the complex plane at symbol sampling instants 

 
 
 
 
 
 
 
 
 
 

 
A constellation diagram for Gray encoded 8-PSK 
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Introduction 

UNIT 4 
PASSBAND DATA TRANSMISSION 

Types of Digital /modulation Techniques 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Referring to the above equation 

If the information signal is digital and the amplitude of the carrier is varied proportional to 
the information signal, a digitally modulated signal called amplitude shift keying (ASK) 

If the frequency (f) is varied proportional to the information signal, frequency 
shift keying (FSK) is produced and 

If the phase of the carrier (θ) is varied proportional to the information signal, phase shift keying 
(PSK) is produced. 

If both the amplitude and the phase are varied proportional to the information signal, 
quadrature amplitude modulation(QAM) results. 

ASK, FSK, PSK, and QAM are all forms of digital modulation 

Pass band transmission model 

The incoming data stream is modulated onto a carrier with fixed frequency and then transmitted over 
a band-pass channel is called pass band Transmission 

 
 

There are three basic signaling schemes used in pass band data transmissiom 
Amplitude-shift keying (ASK) 

Frequency-shift keying (FSK) 
Phase-shift keying (PSK) 
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AMPLITUDE-SHIFT KEYING 
The simplest digital modulation technique is amplitude-shift keying (ASK), where a binary 

information signal directly modulates the amplitude of an analog carrier. 
ASK is similar to standard amplitude modulation except there are only two output amplitudes 

possible. Amplitude-shift keying is sometimes called digital amplitude modulation (DAM). 

 
Mathematically, amplitude-shift keying is 

VASK(t) = {1+Vm(t)}[A/2 cos(ωct)] 
 

where 

VASK(t) = amplitude-shift keying wave 

Vm(t = digital information (modulating) signal (volts) A/2 =unmodulated carrier amplitude (v) 

ωc= analog carrier radian frequency (radians per second, 2πfct) 

 

[vm(t)] is a normalized binary waveform, where + 1 V = logic 1 and -1 V = logic 0 
Thus, the modulated wave vask(t), is either A cos(ωc t) or 0. Hence, the carrier is either "on"or "off," 
That’s why amplitude-shift keying is referred to as on-off keying(OOK) 

 
 
 
 
 
 
 
 
 
 
 

The rate of change of the ASK waveform (baud) is the same as the rate of change of the binary input 
(bps). 

 
ASK TRANSMITTER: 
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The input binary sequence is applied to the product modulator. The product modulator amplitude 

modulates the sinusoidal carrier .it passes the carrier when input bit is ‘1’ .it blocks the carrier 

when input bit is ‘0.’ 

PHASE SHIFT KEYING: 

The phase of the output signal gets shifted depending upon the input. These are mainly of two 

types, namely BPSK and QPSK, according to the number of phase shifts. The other one is DPSK 

 
 
 
 
 
 
 
 
 

 
which changes the phase according to the previous value. 

 

Phase Shift Keying (PSK) is the digital modulation technique in which the phase of the carrier 

signal is changed by varying the sine and cosine inputs at a particular time. PSK technique is widely 

used for wireless LANs, bio-metric, contactless operations, along with RFID and Bluetooth 

communications. 

PSK is of two types, depending upon the phases the signal gets shifted. They are − 

 
Binary Phase Shift Keying (BPSK) 

This is also called as 2-phase PSK (or) Phase Reversal Keying. In this technique, the sine wave 

carrier takes two phase reversals such as 0° and 180°. 

BPSK is basically a DSB-SC (Double Sideband Suppressed Carrier) modulation scheme, for message 

being the digital information. 

Following is the image of BPSK Modulated output wave along with its in
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Binary Phase-Shift Keying 

The simplest form of PSK is binary phase-shift keying (BPSK), where N = 1 and M = 2.Therefore, 

with BPSK, two phases (21 = 2) are possible for the carrier.One phase represents a logic 1, and the 

other phase represents a logic 0. As the input digital signal changes state (i.e., from a 1 to a 0 or 

from a 0 to a 1), the phase of the output carrier shifts between two angles that are separated by 

180°. 

Hence, other names for BPSK are phase reversal keying (PRK) and biphase modulation. BPSK is 

a form of square-wave modulation of a continuous wave (CW) signal. 

FREQUENCY SHIFT KEYING 

The frequency of the output signal will be either high or low, depending upon the input data 

applied. 

Frequency Shift Keying (FSK) is the digital modulation technique in which the frequency of the 

carrier signal varies according to the discrete digital changes. FSK is a scheme of frequency 

modulation. 

Following is the diagram for FSK modulated waveform along with its input. 
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The output of a FSK modulated wave is high in frequency for a binary HIGH input and is low in 

frequency for a binary LOW input. The binary 1s and 0s are called Mark and Space frequencies. 

FSK is a form of constant-amplitude angle modulation similar to standard frequency modulation 

(FM) except the modulating signal is a binary signal that varies between two discrete voltage levels 

rather than a continuously changing analog waveform.Consequently, FSK is sometimes called 

binary FSK (BFSK). The general expression for FSK is 

 
where 

 

vfsk(t) = binary FSK waveform 
 

Vc = peak analog carrier amplitude (volts) 
 

fc = analog carrier center frequency(hertz) 

 
f=peak change (shift)in the analog carrier frequency(hertz) 

vm(t) = binary input (modulating) signal (volts) 

The modulating signal is a normalized binary waveform where a logic 1 = + 1 V and a logic 0 = -1 

V. Thus, for a logic l input, vm(t) a logic 0 input, vm(t) = -1, Equation 
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becomes 

 
With binary FSK, the carrier center frequency (fc) is shifted (deviated) up and down in the 

frequency domain by the binary input signal 

QUADRATURE PHASE SHIFT KEYING (QPSK): 

This is the phase shift keying technique, in which the sine wave carrier takes four phase reversals  

such as 0°, 90°, 180°, and 270°. 

If this kind of techniques are further extended, PSK can be done by eight or sixteen values also, 

depending upon the requirement. The following figure represents the QPSK waveform for two bits 

input, which shows the modulated result for different instances of binary inputs. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

QPSK is a variation of BPSK, and it is also a DSB-SC (Double Sideband Suppressed Carrier) 

modulation scheme, which sends two bits of digital information at a time, called as bigits. 

Instead of the conversion of digital bits into a series of digital stream, it converts them into bit- 

pairs. This decreases the data bit rate to half, which allows space for the other users. 

QPSK transmitter. 

A block diagram of a QPSK modulator is shown in Figure 2-17Two bits (a dibit) are clocked 

into the bit splitter. After both bits have been serially inputted, they are simultaneously parallel 

outputted. 

 
The I bit modulates a carrier that is in phase with the reference oscillator (hence the name 
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"I" for "in phase" channel), and theQ bit modulate, a carrier that is 90° out of phase. 
 

For a logic 1 = + 1 V and a logic 0= - 1 V, two phases are possible at the output of the I balanced 

modulator (+sin ωct and - sin ωct), and two phases are possible at the output of the Q balanced 

modulator (+cos ωct), and (-cos ωct). 

When the linear summer combines the two quadrature (90° out of phase) signals, there are four 

possible resultant phasors given by these expressions: + sin ωct + cos ωct, + sin ωct - cos ωct, -sin 

ωct + cos ωct, and -sin ωct - cos ωct. 

 
 
 
 
 
 
 
 
 
 
 
 

QPSK RECEIVER: 
 

The block diagram of a QPSK receiver is shown in Figure 2-21 
 

The power splitter directs the input QPSK signal to the I and Q product detectors and the carrier 

recovery circuit. The carrier recovery circuit reproduces the original transmit carrier oscillator 

signal. The recovered carrier must be frequency and phase coherent with the transmit reference 

carrier. The QPSK signal is demodulated in the I and Q product detectors, which generate the 

original I and Q data bits. The outputs of the product detectors are fed to the bit combining 

circuit, where they are converted from parallel I and Q data channels to a single binary output 

data stream. The incoming QPSK signal may be any one of the four possible output phases shown 

in Figure 2- 

18. To illustrate the demodulation process, let the incoming QPSK signal be -sin ωct + cos ωct. 

Mathematically, the demodulation process is as follows. 
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FIGURE 2-21 QPSK receiver 

 
 

DIFFERENTIAL PHASE SHIFT KEYING (DPSK): 

In DPSK (Differential Phase Shift Keying) the phase of the modulated signal is shifted relative to 

the previous signal element. No reference signal is considered here. The signal phase follows the 

high or low state of the previous element. This DPSK technique doesn’t need a reference 

oscillator. 

The following figure represents the model waveform of DPSK. 
 
 
 
 
 
 
 
 
 

 
It is seen from the above figure that, if the data bit is LOW i.e., 0, then the phase of the signal is 

not reversed, but is continued as it was. If the data is HIGH i.e., 1, then the phase of the signal is  

reversed, as with NRZI, invert on 1 (a form of differential encoding). 

If we observe the above waveform, we can say that the HIGH state represents an M in the 

modulating signal and the LOW state represents a W in the modulating signal. 

The word binary represents two-bits. M simply represents a digit that corresponds to the number 

of conditions, levels, or combinations possible for a given number of binary variables. 
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This is the type of digital modulation technique used for data transmission in which instead of one- 

bit, two or more bits are transmitted at a time. As a single signal is used for multiple bit 

transmission, the channel bandwidth is reduced. 

DBPSK TRANSMITTER.: 

Figure 2-37a shows a simplified block diagram of a differential binary phase-shift keying 

(DBPSK) transmitter. An incoming information bit is XNORed with the preceding bit prior to 

entering the BPSK modulator (balanced modulator). 

For the first data bit, there is no preceding bit with which to compare it. Therefore, an initial 

reference bit is assumed. Figure 2-37b shows the relationship between the input data, the XNOR 

output data, and the phase at the output of the balanced modulator. If the initial reference bit is  

assumed a logic 1, the output from the XNOR circuit is simply the complement of that shown. 

In Figure 2-37b, the first data bit is XNORed with the reference bit. If they are the same, the XNOR 

output is a logic 1; if they are different, the XNOR output is a logic 0. The balanced modulator 

operates the same as a conventional BPSK modulator; a logic I produces +sin ωct at the output, 

and A logic 0 produces –sin ωct at the output. 

 
 
 
 
 
 
 
 
 

FIGURE 2-37 DBPSK modulator (a) block diagram (b) timing diagram 
 

BPSK RECEIVER: 

Figure 9-38 shows the block diagram and timing sequence for a DBPSK receiver. The received 

signal is delayed by one bit time, then compared with the next signaling element in the balanced 

modulator. If they are the same. J logic 1(+ voltage) is generated. If they are different, a logic 0 (- 

voltage) is generated. [f the reference phase is incorrectly assumed, only the first demodulated bit 

is in error. Differential encoding can be implemented with higher-than-binary digital modulation 

schemes, although the differential algorithms are much more complicated than for DBPS K. 

The primary advantage of DBPSK is the simplicity with which it can be implemented. With 

DBPSK, no carrier recovery circuit is needed. A disadvantage of DBPSK is, that it requires between 

1 dB and 3 dB more signal-to-noise ratio to achieve the same bit error rate as that of absolute PSK 
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FIGURE 2-BPSK demodulator: (a) block diagram 

 

COHERENT RECEPTION OF FSK: 
 

The coherent demodulator for the coherent FSK signal falls in the general form of coherent 

demodulators described in Appendix B. The demodulator can be implemented with two 

correlators as shown in Figure 3.5, where the two reference signals are cos(27r f t) and cos(27r fit). 

They must be synchronized with the received signal. The receiver is optimum in the sense that it 

minimizes the error probability for equally likely binary signals. Even though the receiver is 

rigorously derived in Appendix B, some heuristic explanation here may help understand its 

operation. When s 1 (t) is transmitted, the upper correlator yields a signal 1 with a positive signal 

component and a noise component. However, the lower correlator output 12, due to the signals' 

orthogonality, has only a noise component. Thus the output of the summer is most likely above 

zero, and the threshold detector will most likely produce a 1. When s2(t) is transmitted, opposite 

things happen to the two correlators and the threshold detector will most likely produce a 0. 

However, due to the noise nature that its values range from -00 to m, occasionally the noise 

amplitude might overpower the signal amplitude, and then detection errors will happen. An 

alternative to Figure 3.5 is to use just one correlator with the reference signal cos (27r f t) - cos(2s 

f2t) (Figure 3.6). The correlator in Figure 

can be replaced by a matched filter that matches cos(27r fit) - cos(27r f2t) (Figure 3.7). All 

 
implementations are equivalent in terms of error performance (see Appendix B). Assuming an 

AWGN channel, the received signal is 

 



60 

 
 
 

 

 

where n(t) is the additive white Gaussian noise with zero mean and a two-sided power spectral 

density A',/2. From (B.33) the bit error probability for any equally likely binary signals is 

 

 

where No/2 is the two-sided power spectral density of the additive white Gaussian noise. For 

Sunde's FSK signals El = Ez = Eb, pI2 = 0 (orthogonal). thus the error probability is 

 
 
 

 
where Eb = A2T/2 is the average bit energy of the FSK signal. The above Pb is plotted in Figure 3.8 

where Pb of noncoherently demodulated FSK, whose expression will be given shortly, is also 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
plotted for comparison. 
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Signal Space of BPSK: 
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Power spectrum of BPSK: 

   
 
 

Power spectrum of QPSK: 
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Comparisons between Modulation Techniques:
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Channel Coding 
Error Detection & Correction 

Environmental interference and physical defects in the communication medium can cause 

random bit errors during data transmission. Error coding is a method of detecting and correcting the errors 

 

Types of Errors 

 

1. Single-bit error 

The term single- bit error means that only one bit of given data unit (such as a byte, 

character, or data unit) is changed from 1 to 0 or from 0 to 1 as shown in Fig. 3.2.1. 

 

 

 

 

 

 

2. Burst error 

The term burst error means that two or more bits in the data unit have changed from 0 to 

1 or vice-versa. Burst error doesn’t necessary means that error occurs in 

consecutive bits. The length of the burst error is measured from the first corrupted bit to 

the last corrupted bit. Some bits in between may not be corrupted. 

 

 

 

 

 

 

 

 

 
Error Detecting Codes 

 

Basic approach used for error detection is the use of redundancy, where additional 

bits are added to facilitate detection and correction of errors. 

Popular techniques are: 

• Simple Parity check 

• Two-dimensional Parity check 

• Checksum 

• Cyclic redundancy check 

 

Error Correcting Codes 

 

Error Correction can be handled in two ways. 

1. One is when an error is discovered; the receiver can have the sender retransmit the 

entire data unit. This is known as backward error correction. 

2. In the other, receiver can use an error-correcting code, which automatically 

corrects certain errors. This is known as forward error correction 

 

Hamming Code 
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2r >= d+r+1( to find redundant bits) 

Example 
 

If d is 7, then the smallest value of r that satisfies the above relation is 4. So the 

total bits, which are to be transmitted is 11 bits (d+r = 7+4 =11). 

 

 

 

 

 

 

 

 

Positions of redundancy bits in hamming code 

Basic approach for error detection by using Hamming code is as follows: 

• To each group of m information bits k parity bits are added to form (m+k) bit 

code as shown in above Fig 

• Location of each of the (m+k) digits is assigned a decimal value. 

• The k parity bits are placed in positions 1, 2, …, 2k-1 positions.–K parity checks 

are performed on selected digits of each codeword. 

• At the receiving end the parity bits are recalculated. The decimal value of the k 

parity bits provides the bit-position in error, if any. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Repetition & Parity Check Codes 



74 
 

𝑡=0 

Repetition code is one of the most basic error-correcting codes. In order to transmit a message over a 

noisy channel that may corrupt the transmission in a few places, the idea of the repetition code is to just 

repeat the message several times. 

 

Parity check is a simple way to add redundancy bits to the packets such that the total number of 1's is 

even (or odd).Single parity check: a single bit is appended to the end of each frame, the bit is 1 if the data 

portion of the frame has odd number of 1's. Otherwise, it is 0 

 

Interleaving 

 

Interleaving is a technique for making forward error correction more robust with respect to burst 

errors 
 

Hamming distance 
 

The error correction capability of a block code is directly related to the “Hamming distance” between 

each of the codewords. The Hamming distance between n-bit codewords v1 and v2 is defined 
 

d(v1,v2) =∑𝑛−1 𝑋𝑂𝑅( 𝑣1(𝑙), 𝑣2(𝑙)) 
 

This is simply the number of bits in which v1 and v2 are different. 
 

Example: v1 = 011011 and v2 = 110001. An XOR of these codewords gives 
 

XOR(v1, v2) = 101010. Hence the Hamming distance d(v1, v2) = 3. 

 

Forward Error Correction (FEC) Systems 
 

Forward error correction (FEC) or channel coding is a technique used for controlling 

errors in data transmission over unreliable or noisy communication channels. 
 

Automatic Retransmission Query (ARQ) Systems 
 

Automatic repeat request (ARQ), also known as automatic repeat query, is an error- 

control method for data transmission that uses acknowledgements (messages sent by the receiver 

indicating that it has correctly received a packet) and timeouts (specified periods of time allowed to elapse 

before an acknowledgment is to be received) to achieve reliable data transmission over an unreliable 

service. 

If the sender does not receive an acknowledgment before the timeout, it usually re-transmits the 

packet until the sender receives an acknowledgment or exceeds a predefined number of retransmissions. 

The types of ARQ protocols include 

Stop-and-wait ARQ 

Go-Back-N ARQ and 

Selective Repeat ARQ/Selective Reject ARQ. 
 

 

 
Coding theory is concerned with the transmission of data 

across noisy channels and the recovery of corrupted messages. It has found 

https://en.wikipedia.org/wiki/Error-correcting_code
https://en.wikipedia.org/wiki/Forward_error_correction#Interleaving
https://en.wikipedia.org/wiki/Error_control
https://en.wikipedia.org/wiki/Error_control
https://en.wikipedia.org/wiki/Data_transmission
https://en.wikipedia.org/wiki/Communication_channel
https://en.wikipedia.org/wiki/Error_control
https://en.wikipedia.org/wiki/Error_control
https://en.wikipedia.org/wiki/Data_transmission
https://en.wikipedia.org/wiki/Acknowledgement_(data_networks)
https://en.wikipedia.org/wiki/Packet_(information_technology)
https://en.wikipedia.org/wiki/Timeout_(computing)
https://en.wikipedia.org/wiki/Reliability_(computer_networking)
https://en.wikipedia.org/wiki/Retransmission_(data_networks)
https://en.wikipedia.org/wiki/Stop-and-wait_ARQ
https://en.wikipedia.org/wiki/Go-Back-N_ARQ
https://en.wikipedia.org/wiki/Selective_Repeat_ARQ
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Channel  

E N C   O D ER 

widespread   applications   in   electrical   engineering,   digital    communication, 

mathematics and computer science. The transmission of the data over the channel depends 

upon two parameters. They are transmitted power and channel bandwidth. The power 

spectral density of channel noise and these two parameters determine signal to noise power 

ratio. 

The signal to noise power ratio determine the probability of error of the modulation 

scheme. Errors are introduced in the data when it passes through the channel. The channel  

noise interferes the signal. The signal power is reduced. For the given signal to noise ratio, 

the error probability can be reduced further by using coding techniques. The coding 

techniques also reduce signal to noise power ratio for fixed probability of error. 

Principle of block coding 
 

For the block of k message bits, (n-k) parity bits or check bits are added. Hence 

the total bits at the output of channel encoder are ‘n’. Such codes are called (n,k)block 

codes.Figure illustrates this concept. 

Message block Code block 

 
input 

 
 

 

 
 

 

k bits 
 

 
 

Figure: Functional block diagram of block coder 
 

 

Linear Block Codes 

A code is linear if the sum of any two code vectors produces another code vector.  

This shows that any code vector can be expressed as a linear combination of other code 

vectors. Consider that the particular code vector consists of m1,m2, m3,…mk message bits 

and c1,c2,c3…cq check bits. Then this code vector can be written as, 

X=(m1,m2,m3,…mkc1,c2,c3 

…cq) Here q=n-k 

Whereq are the number of redundant bits added by the 

encoder. Code vector can also be written as 

Message Check bits 

  

k (n-k) 
n bits 

 

Message 
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X=(M/C) 

 
Where M= k-bit message vector 

C= q-bit check vector 

The main aim of linear block code is to generate check bits and this check bits are 

mainly used for error detection and correction. 

Example : 
 

 

Let u = (u0, u1, … , uk-1) be the message to be encoded.The corresponding code word 

is 

 

The (7, 4) linear code has the following matrix as a generator matrix 

If u = (1 1 0 1) is the message to be encoded, its corresponding code word would be 

A linear systematic (n, k) code is completely specified by ak × n matrix G of the 

following form 
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The components of v are 
 

 

 

 

The n – k equations given by above equation are called parity-check equations of the 

code 

 

Example for Codeword 

The matrix G given by 

Let u = (u0, u1, u2, u3) be the message to be encoded and v = (v0, v1, v2, v3, v4, 

v5,v6) be the corresponding code word 

Solution : 

By matrix multiplication, the digits of the code word v can be determined. 
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If the generator matrix of an (n, k) linear code is in systematic form, the parity- 

check matrix may take the following form 

 
 
 
 
 
 
 
 
 
 

 
Encoding circuit for a linear systematic (n,k) code is shown below. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure: Encoding Circuit 

 
For the block of k=4 message bits, (n-k) parity bits or check bits are added. Hence 

the total bits at the output of channel encoder are n=7. The encoding circuit for (7, 4) 

systematic code is shown below. 
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Figure: Encoding Circuit for (7,4) code 
 
 

Syndrome and Error Detection 

 
Let v = (v0, v1, …, vn-1) be a code word that was transmitted over a noisy channel. 

Let r = (r0, r1, …, rn-1) be the received vector at the outputof the channel 

 
 
 
 
 

 
Where 

 
e = r + v = (e0, e1, …, en-1) is an n-tuple and the n-tuple ‘e’ is called the 

error vector (or error pattern).The condition is 

ei = 1 for ri ≠ 

vi ei = 0 for ri 

= vi 

Upon receiving r, the decoder must first determine whether r contains transmission 

errors. If the presence of errors is detected, the decoder will take actions to locate the 

errors, correct errors (FEC) and request for a retransmission of v. 

When r is received, the decoder computes the following (n – k)- 

tuple. s = r • HT 

s = (s0, s1, …, sn-k-1) 

where s is called the syndrome of 

r. 
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The syndrome is not a function of the transmitted codeword but a function of error 

pattern. So we can construct only a matrix of all possible error patterns with corresponding 

syndrome. 

When s = 0, if and only if r is a code word and hence receiver accepts r as the 

transmitted code word. When s≠ 0, if and only if r is not a code word and hence the 

presence of errors has been detected. When the error pattern e is identical to a nonzero 

code word (i.e., r contain errors but s = r • HT = 0), error patterns of this kind are called 

undetectable error patterns. Since there are 2k – 1 non-zero code words, there are 2k – 1 

undetectable error patterns. The syndrome digits are as follows: 

s0 = r0 + rn-k p00 + rn-k+1 p10 + ··· + rn- 

1 pk-1,0 s1 = r1 + rn-k p01 + rn-k+1 p11 + 

··· + rn-1 pk-1,1 

. 

sn-k-1 = rn-k-1 + rn-k p0,n-k-1 + rn-k+1 p1,n-k-1 + ··· + rn-1 pk-1,n-k-1 

 
The syndrome s is the vector sum of the received parity digits (r0,r1,…,rn-k-1) and the 

parity- check digits recomputed from the received information digits (rn-k,rn-k+1,…,rn-1). 

The below figure shows the syndrome circuit for a linear systematic (n, k) code. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure: Syndrome Circuit 

 

Error detection and error correction capabilities of linear block codes: 

 
If the minimum distance of a block code C is dmin, any two distinct code vector of C 

differ in at least dmin places. A block code with minimum distance dmin is capable of 

detecting all the error pattern of dmin– 1 or fewer errors. 

However, it cannot detect all the error pattern of dmin errors because there exists at 
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least one pair of code vectors that differ in dmin places and there is an error pattern of dmin 

errors that will carry one into the other. The random-error-detecting capability of a block 

code with minimum distance dmin is dmin– 1. 

An (n, k) linear code is capable of detecting 2n – 2k error patterns of length n 

Among the 2n – 1 possible non zero error patterns, there are 2k – 1 error patterns that are 

identical to the 2k – 1 non zero code words. If any of these 2k – 1 error patterns occurs, it 

alters the transmitted code word v into another code word w, thus w will be received and 

its syndrome is zero. 

If an error pattern is not identical to a nonzero code word, the received vector r 

will not be a code word and the syndrome will not be zero. 
 

Hamming Codes: 
 

These codes and their variations have been widely used for error 

control in digital communication and data storage systems. 

For any positive integer m ≥ 3, there exists a Hamming code with the following 

parameters: Code length: n = 2m – 1 

Number of information symbols: k = 2m – m – 1 

Number of parity-check symbols: n – k = m 

Error-correcting capability: t = 1(dmin= 3) 

The parity-check matrix H of this code consists of all the non zero m-tuple as its columns (2m- 

1)In systematic form, the columns of H are arranged in the following form H = [Im Q] 
where Im is an m × m identity matrix 

The sub matrix Q consists of 2m – m – 1 columns which are the m-tuples of weight 2 or 

more. The columns of Q may be arranged in any order without affecting the distance 

property and weight distribution of the code. 

In systematic form, the generator matrix of the code is 
 

G = [QT I2m–m–1] 

where QT is the transpose of Q and I 2m–m–1 is an (2m – m – 1) ×(2m – m – 1) 

identity matrix. 

Since the columns of H are nonzero and distinct, no two columns add to zero. Since H 

consists of all the nonzero m-tuples as its columns, the vector sum of any two columns, say 

hi and hj, must also be a column in H, say hlhi+ hj+ hl = 0.The minimum distance of a 

Hamming code is exactly 3. 

Using H' as a parity-check matrix, a shortened Hamming code can be obtained with 

the following parameters : 

Code length: n = 2m – l – 1 

Number of information symbols: k = 2m – m – l – 1 

Number of parity-check symbols: n – k = m 

Minimum distance : dmin ≥ 3 
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When a single error occurs during the transmission of a code vector, the resultant 

syndrome is nonzero and it contains an odd number of 1’s (e x H’T corresponds to a column 

in H’).When double errors occurs, the syndrome is nonzero, but it contains even number of  

1’s. 

Decoding can be accomplished in the following manner: 
i) If the syndrome s is zero, we assume that no error occurred 

ii) If s is nonzero and it contains odd number of 1’s, assume that a single error 

occurred. The error pattern of a single error that corresponds to s is added to the received 

vector for error correction. 

iii) If s is nonzero and it contains even number of 1’s, an uncorrectable error 

pattern has been detected. 

Problems: 

1. 
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Decoding methods of Convolution code: 

 
1.Veterbi decoding 2.Sequential 

decoding 3.Feedback decoding 

Veterbi algorithm for decoding of convolution codes(maximam likelihood decoding): Let 

represent the received signal by y. 

Convolutional encoding operates continuously on input data Hence 

there areno code vectorsand blocks such as. 

Metric:it is the discrepancybetwen the received signal y and the decoding signal at particular 

node .this metric can be added over few nodes a particular path 

Surviving path: this is the path of the decoded signal with minimum metric In 

veterbi decoding ametric is assigned to each surviving path 

Metric of the particular is obtained by adding individual metric on the nodes along that path. 

Y is decoded as the surviving path with smallest metric. 
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